Cross-modal versus within-modal recall: Differences in behavioral and brain responses
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1. Introduction

Humans have the ability to associate and later retrieve information within the same modality (within-modal associations) as well as across different modalities (cross-modal associations). However, there is little empirical work assessing the behavioral and neural impact of encoding multisensory information on subsequent memory processes. This should not be ignored because we have evolved neural systems to take advantage of the rich multisensory information encountered in our environment [1]. Neuroimaging studies reveal that widespread multisensory networks activate during multisensory perception [30], and that these systems may allow for behavioral enhancements during multisensory identification compared to unisensory identification [31]. Previous studies have shown that multisensory information modifies both behavioral and neuroimaging measures during subsequent unisensory presentations even after single-trial exposures [45, 32]. More extensive training of novel cross-modal associations also alters brain regions involved in audiovisual integration and congruency processing [3]. Therefore, just as it is important to consider multisensory processing during perception it is equally important to consider its role in memory processes. The current study aims to further investigate the role of unisensory regions and multisensory associative brain regions during cued-recall to better understand both the unisensory and multisensory nature of memory processes.

Although traditional approaches have maintained that perception and memory are separate systems [4], recent theory and research suggest that perceptual and memory processes are highly interdependent [6–8,32,5,37,43]. For example, Barsalou’s [32] theory of perceptual symbols systems proposed that simulations in the modality specific perceptual regions of the brain are essential for memory. Fuster [37] stressed the importance of the reactivation of distributed hierarchal networks existing within and between modality specific perceptual and motor regions for memory processes. The earlier work of Damasio [5] has been influential in several of these theories. It too suggested that memory becomes represented in modality specific regions involved in perception and action, but also provided a possible neural mechanism by which this may occur. Specifically, in this theory, memory recall and recognition involve the reinstatement of activity in modality-specific perceptual and motor regions by means of higher order regions that
store patterns of perceptual or motor related activity. Accumulating evidence over the last two decades provides general support for important aspects of this theory suggesting that memory processes are intimately tied to perceptual encoding [6].

An important aspect of these theories is the proposal that regions related to processing information from specific perceptual modalities are also involved during later recall and recognition. This has been termed by some as the reactivation hypothesis of memory [11]. The reactivation of information represented in modality-specific regions may provide the specific content of memory retrieval [9]. Reactivation may also be related to the notion that memory relies on the simulation of perception [33], and the more general proposal that memory retrieval involves the reinstatement of cortical activity that occurred during encoding [8]. Single-unit recordings in monkeys have provided support for the importance of perceptual reactivation in visual memory [10]. Furthermore, research into conceptual deficits suggests that lesions of specific motor and sensory regions of the brain interfere with knowledge of certain concepts [5].

Neuroimaging studies have provided evidence for the occurrence of modality-specific reactivation during memory tasks (for a review see Ref. [49]). Using techniques such as PET or fMRI, studies have demonstrated reactivation occurring in both visual and auditory regions [41,11], visual regions alone [12], auditory regions alone [46], motor/somatosensory regions [13], and olfactory regions [14]. The modulation of these reactivation effects by various factors has also been investigated. For example, recognition associated with a ‘remember’ (as opposed to a ‘know’) response is associated with greater reactivation of sensory regions that are specific to associated contextual information encountered during encoding [15,22]. This greater activation of context related regions is associated with an increase in recognition accuracy [48], and recalling more information has been shown to increase the degree of neural reactivation [16].

The veracity of a memory also modulates the degree of perceptual reactivation. One study using an item and source recognition paradigm demonstrated that false alarms, indexing false memories, still show reactivation of encoding related areas specific to the false information being retrieved [25]. In this study false alarms, measuring false memories, led to reactivation effects in the same areas as veridical recognition as indexed by hit rate. These false reactivation effects were weaker, but still significant, when compared to veridical reactivation. Other studies have demonstrated activation differences in perceptual regions associated with true and false memories during both encoding and recognition. For example, activation in associative visual regions during encoding has been shown to be associated with both true and false memory formation, whereas primary visual regions were associated with true memory formation alone [17]. Furthermore, during recognition, associative visual regions showed activation during both true and false recognition of visual items, but primary visual regions showed activation only during true recognition [51].

Finally, it is important to consider the role of higher order multimodal associative regions in memory retrieval and perceptual reactivation. Some theories suggest that both within and cross-modal reactivation generally occur through pathways that involve the hippocampus [8]. Other theories suggest that cross-modal reactivation may rely to a greater extent on such multisensory processing regions whereas within-modal reactivation may rely more on regions that lie within modality-specific associative regions [5,6]. Furthermore, recent work has shown that the encoding of cross-modal associations shows greater activation of the hippocampus than the encoding of within-modal associations [39]. This difference may also be reflected during subsequent cued-recall.

In the current study, we investigated the effects of associating novel items that were presented in different modalities (visual and auditory) on brain activation patterns during both encoding and cued recall. The current study included both auditory and visual cues that were paired with both auditory and visual targets. This design allowed us to test for differences between the recall of cross-modal versus within-modal information. We also compared correct to incorrect recall performance to test for false reactivation effects. Thus the design of the current study allows us to test the reactivation hypothesis in several ways while at the same time exploring the effects of retrieving cross-modal versus within-modal associations during both correct and incorrect recall. Based on previous findings we had several expectations. First, we expected that modality-specific reactivation in visual or auditory regions would occur during the correct recall of visual or auditory information, respectively. Secondly, we expected that non-primary perceptual regions might show false reactivation effects. In other words, the recall of incorrect information would lead to reactivation in the modality-specific visual or auditory regions associated with the incorrectly recalled visual or auditory target. Finally, we expected greater recruitment of regions crucial for relational binding, such as the hippocampus, during the recall of cross-modal versus within-modal information.

2. Methods

2.1. Participants

Twelve individuals (8 females and 4 males) participated in the study (mean age=23.4, SD=3.4). All gave informed consent according to the guidelines of the Indiana University institutional review board. All participants were right handed, and reported normal or corrected-to-normal vision. Participants were compensated for their time.

2.2. Stimuli

Stimuli used were a total of 64 different visual images of novel 3D objects (see examples in Fig. 1) and a total of 64 different novel auditory sounds. Novel 3D objects were presented, in grayscale, on the center of the screen as 1 s static images. Novel auditory stimuli were presented binaurally for 1 s, at a sound level above the MRI scanner noise so that they could be perceived (as determined by pre-testing). Novel auditory sounds were auditory clips of machine sounds that were scrambled using a MATLAB program that randomly mixed portions of the original sound files so as to make them unrecognizable.

2.3. Procedure

After informed consent, MRI safety screening, and initial instructions participants entered the MRI scanner, and began the experiment. Over the entire course of the experiment a total of 11 experimental runs were presented. The first 2 runs consisted of visual and auditory presentations that served to functionally localize modality specific regions of the brain. As such, participants simply viewed the objects or listened to the sounds. Stimulus items were used that were different from those used during the following encoding and recall runs. Runs 3 through 8 consisted of the encoding of stimulus pair associations. These visual and auditory stimuli were

![Fig. 1. Stimuli and design. Pairing of visual and auditory stimuli in experimental design.](image-url)
paired in four different ways (see Fig. 1 for this aspect of the design). The four types of pairs included 16 pairs of visual objects (VV pairs), 16 pairs of sounds (AA pairs), 16 visual objects paired with sounds (VA), and 16 sounds paired with visual objects (AV). To control for the effect of specific items all individual stimuli were counterbalanced between position as a cue or target, and between pair condition type (VV, AA, VA, and AV). During encoding all participants were exposed to all of the pairs across all conditions 6 times. The task during the encoding runs was passive viewing and listening while attempting to learn the associations. Because the cue and the target were each 1 s and the target was presented immediately after the cue, the duration of a pair during encoding equaled 2 s. The ISI during the encoding runs was jittered at 2, 4, or 6 s to allow for rapid presentation. Runs 9 and 10 consisted of a slow event-related memory task in which participants were presented with cues alone and responded whether the cue was previously paired with an auditory or visual target. During these runs the first item in a pair from the encoding runs served as a cue to recall information about the second target item in a pair. Each audio or visual cue lasted 2 s and was followed by another second of fixation. The ISI during these runs was set at 12 s. Participants used the index and middle fingers of their right hand to make their response. The final run consisted of a high-resolution anatomical scan.

2.4. Imaging parameters

Imaging was performed using a 3-T Siemens Magnetom Trio whole body MRI system and a phased array eight channel head coil, located at the Indiana University Psychological and Brain Sciences department. All stimuli were back-displayed via a Mitsubishi XL30 projector onto a screen that was viewed through a mirror from the bore of the scanner. Stimuli were presented via MATLAB software via a Macintosh Macbook laptop.

The field of view was 22 cm × 22 cm × 9.9 cm, with an in-plane resolution of 64 × 64 pixels and 33 slices per volume that were 3.4 mm thick. These parameters allowed us to collect data from the entire brain. The resulting voxel size was 3.4 mm × 3.4 mm × 3.4 mm. Images were acquired using an echo-planar technique (TE = 40 ms TR = 2000 ms, flip angle = 90°) for BOLD based imaging. High-resolution T1-weighted anatomical volumes were acquired using a 3D Turbo-flash acquisition.

2.5. fMRI data analysis procedures

Brain Voyager™ (Brain Innovation, Maastricht, Netherlands) was used to analyze the fMRI data. During preprocessing functional data underwent slice time correction, 3D motion correction, linear trend removal, and Gaussian spatial blurring (FWHM 6 mm). Individual functional volumes were co-registered to anatomical volumes with an intensity-matching, rigid-body transformation algorithm. Individual anatomical volumes were normalized to the stereotactic space of Talairach and Tournoux [55] using an eight-parameter affine transformation, with parameters selected by visual inspection of anatomical landmarks. Applying the same affine transformation to the co-registered functional volumes placed the functional data in a common brain space, allowing comparisons across participants. Voxel size of the normalized functional volumes was resampled at 3 mm³ using trilinear interpolation. It was this voxel size to which the cluster-size threshold was applied. Brain maps in figures are shown with the voxel size resampled at 1 mm³.

After preprocessing, the data from the localizer and recall runs, each data set were entered into their own general linear models (GLMs) using an assumed hemodynamic response function. Statistical parametric maps (SPMs) for the localizer runs were created for each of the participants’ data. From the localizer runs functional regions of interest (ROIs) were defined in each individual, in visual and auditory regions using ‘visual stimuli presentation > rest’ and ‘auditory stimuli presentation > rest’ contrasts, respectively. The four ROIs defined for each participant included left auditory area, right auditory area, left visual area, and right visual area. We were specifically interested in the reactivation of regions that are involved in visual and auditory perception. In order for participants to learn the various and auditory associations during encoding they must perceive the stimuli. This should mean that the information is processed in primary visual and auditory cortex. Thus we assume these regions are active during encoding as well as during the perceptual localizer. The most statistically significant cluster of activation was chosen in each of these regions. All ROIs were significant below p < 0.05, Bonferroni corrected. Visual ROIs were chosen based on their proximity to primary visual regions (calcarine sulcus). Auditory ROIs were chosen based on their proximity to primary auditory regions (Heschl’s gyrus). See Supplementary Table 1 for individual participants ROI cluster information. Time course data was taken from each participant’s recall runs in each of these individually defined ROIs. These time courses were derived from the average across all voxels of a given ROI. Within-subject, repeated measures ANOVA’s were performed using peak BOLD response from 4 to 10 s post-stimulus onset in each ROI, for each participant, as the dependent measure (see Supplementary Table 2 for an ANOVA table of these results).

Whole-brain statistical parametric map (SPM) analysis involving several contrasts of interest from the functional imaging runs were performed and are described in detail in the results section. We used the BrainVoyager Cluster-Level Statistical Threshold (CT) plugin to control for multiple tests. The plugin estimates the cluster-size threshold necessary to produce an effective alpha < 0.05, given a specific voxel-wise p-value, using Monte Carlo simulation. The statistical significance of clusters in a given contrast was first assessed using a random-effects model. Voxel-wise significance was set at p < 0.005. The Cluster-Level Statistical Threshold Estimator plugin estimated a cluster-size threshold of six 3 mm³ voxels.

3. Results

3.1. Behavioral results

Accuracy across the four conditions was measured during the memory recall and is presented in Fig. 2. A repeated measures ANOVA of behavioral accuracy across these four conditions showed no main effect of cue (F(1,11) = 0.94, ns) or target (F(1,11) = 0.07, ns), but revealed a significant interaction of cue and target type (F(1,11) = 7.89, p < 0.05). Post hoc t-tests revealed that the within-modal conditions (VV and AA) had significantly greater accuracy than the cross-modal conditions (VA and AV). The VV condition had greater accuracy than the VA condition (t(11) = 3.2, p < 0.01). The AA condition had greater accuracy than the AV condition (t(11) = 2.9, p < 0.01). The VV condition also had greater accuracy that the AV condition (t(11) = 2.2, p < 0.05).

Reaction times across all conditions are shown in Fig. 2. A repeated measure ANOVA revealed that there was no effect of correct versus incorrect performance. There was a significant main effect of cue type (F(1,11) = 13.897, p < 0.01), but no main effect of target type (F(1,11) = 0.044, ns) or interaction (F(1,11) = 3.51, ns). Post hoc t-tests revealed that visual cues led to faster correct recall than auditory cues (t(11) = 2.7, p < 0.01).

![Fig. 2. Behavioral results. Accuracy and reaction time results for correct trials only. Within-modal cues were more accurately recalled than cross-modal cues. Visual cues were recalled more quickly than auditory cues in all conditions, error bars represent standard error of the mean. (*Statistically significant difference at p < 0.05 for all graphs.)*](image-url)
3.2. Functional ROI results

Reactivation effects related to the correct recall of targets were investigated in both auditory and visual regions. These auditory and visual perceptual ROIs revealed modality specific reactivation effects for within-modal associations. This type of reactivation occurs when a cue from one modality is used to retrieve a target from the same modality. In visual regions this effect would be evidenced by greater activation of correctly retrieved VV targets relative to correctly retrieved VA targets. In auditory regions, this effect would be evidenced by greater activation of correctly retrieved AA targets relative to correctly retrieved AV targets. These results are detailed below. The ANOVAs for the ROI analysis were performed in two ways for each functional ROI. First, the ANOVAs for the ROI analyses were performed using data from only correct trials (i.e. there were four condition correct VV, correct VA, correct AV, and correct AA). In this ANOVA cue and target were the only factors. Secondly, we also wanted to perform ANOVAs that included both correct and incorrect responses modeled as separate conditions to ascertain whether there were effects or interactions related to the factor of accuracy. Accuracy was a within groups factor that included two levels – correct and incorrect. Accuracy therefore refers to correct or incorrect conditions and not to the percent correct on a scale from 0% to 100%.

3.2.1. Visual ROIs

In the left visual ROI there was greater activation during the correct recall of visual targets using visual cues (VV condition) than the correct recall of auditory targets using visual cues (VA condition) (see Fig. 3). A repeated measures ANOVA for correct performance in the left visual ROI demonstrated a significant main effect of both cue ($F(1,11)=42.38, p<.001$) and target ($F(1,11)=4.8, p<.05$), but no significant interaction ($F(1,11)=.07, ns$). A post hoc t-test revealed the response during VV was significantly greater than the response during VA ($t(11)=2.7, p<.01$). However, the response during AV was not significantly different from the response during AA ($t(11)=1.23, p=.244$). There was no significant main effect ($F(1,11)=1.6, p=.233$) or interaction ($F(1,11)=.87, p=.430$) when accuracy was added as a factor.

A repeated measures ANOVA in the right visual ROI only revealed a significant main effect of cue ($F(1,11)=40.38, p<.001$) and no significant effect of target type ($F(1,11)=1.14, p=.310$) or interaction ($F(1,11)=.367, ns$). There was no significant main effect ($F(1,11)=.063, p=.807$) or interaction ($F(1,11)=.395, p=.544$) when accuracy was added as a factor.

3.2.2. Auditory ROIs

In bilateral auditory regions there was greater activation during the correct recall of auditory targets using auditory cues (AA condition) than the correct recall of visual targets using auditory cues (AV condition) (see Fig. 4). A repeated measures ANOVA for correct performance in the left auditory ROI demonstrated a significant main effect of cue ($F(1,11)=5.38, p=.03$), no significant main effect of target ($F(1,11)=4.032, ns$), and a significant interaction of cue and target ($F(1,11)=10.61, p<.01$). A post hoc t-test revealed a significant difference between AA correct and AV correct conditions ($t(13)=3.0, p<.01$), such that AA correct had a greater peak response than AV correct in the left auditory ROI. However, the response during VA was not significantly different from the response during VV ($t(11)=.938, p=.368$). There was no significant main effect ($F(1,11)=.070, p=.797$) or interaction ($F(1,11)=.004, p=.952$) when accuracy was added as a factor.

3.2.2. Summary of ROI results

In summary the visual and auditory ROI analysis demonstrated that within-modal reactivation occurred in primary perceptual regions. For the visual modality this was evidenced by greater activation in visual ROIs when recalling visual targets using visual cues (VV) compared to recalling auditory targets using visual cues (VA). For the auditory modality this was evidenced by greater activation in auditory ROIs when recalling auditory targets using auditory cues (AA) compared to recalling visual targets using auditory cues (AV). Within-modal reactivation occurred in only left visual regions, but was bilateral in auditory regions. In these primary visual and auditory regions, there were no significant cross-modal reactivation effects (i.e. greater activation in visual or auditory regions when

---

**Fig. 3.** Visual ROI results. Region-of-interest analyses in visual areas. The left visual ROI showed greater activation during the within-modal retrieval of visual information (VV) compared to the cross-modal retrieval of auditory information (VA). The right visual ROI did not show such a difference. Both left and right visual ROIs had greater activation during the presentation of visual compared to auditory cues.

A repeated measures ANOVA for correct performance in the right auditory ROI demonstrated a significant main effect of cue ($F(1,11)=14.76, p<.005$) and target ($F(1,11)=7.84, p<.02$) as well as a significant interaction of cue and target ($F(1,11)=4.6, p<.05$). A post hoc t-test revealed a significant difference between AA correct and AV correct conditions ($t(13)=3.0, p<.01$) such that AA correct also had a greater peak response than AV correct in the right-lateralized auditory ROI. However, the response during VA was not significantly different from the response during VV ($t(11)=1.39, p=.193$). There was no significant main effect ($F(1,11)=3.89, p=.077$) or interaction ($F(1,11)=.156, p=.701$) when accuracy was added as a factor.
3.3. Results of whole brain contrasts

Whole brain voxel-wise SPMs were created to further explore possible within- and cross-modal reactivation effects during correct performance. In regions where these reactivation effects occurred we compared correct versus incorrect performance. We performed these tests to assess the possibility of any false reactivation effects (i.e. reactivation based solely on the modality of the associated target regardless of the correctness of retrieval). See Supplementary Table 3 for detailed information on significant regions of activation in the following contrasts.

3.3.1. Activation related to target recall

We first performed several contrasts to test for activity related to target recall. A contrast of VV > VA revealed significant activation of a region in the left medial occipital lobe (p < .005, corrected) (see Fig. 5A). The inverse of this contrast (VA > VV) revealed significant activation in bilateral superior temporal gyrus (STG), the left superior temporal sulcus (STS), and multiple regions in the posterior and anterior cingulate cortex (p < .005, corrected) (see Fig. 5B). A contrast of AA > AV showed greater activation in a region in the left STG (p < .005, corrected) (see Fig. 5C). The inverse contrast (AV > AA) showed greater activation in the left caudate (p < .005, corrected).

A conjunction contrast was performed to test for regions that were overall more strongly active during both the with-modal and cross-modal recall of auditory targets (a conjunction of (VA > VV) and (AA > AV)). This conjunction contrast showed significantly greater activation in left lateralized anterior STG during the correct recall of auditory targets compared to visual targets (p < .005, corrected) (Fig. 6A). Note that this same region was also more active during the recall of auditory targets than visual targets in the opposite right hemisphere, but it did not survive the statistical threshold. Furthermore, the inverse contrast did not show any significant regions of activation. A repeated measures ANOVA including data from the incorrect conditions during cross-modal recall was compared in this region. This ANOVA revealed no main effect of target (F(1,11) = 1.56, ns) and correctness (F(1,11) = .53, ns), but a significant interaction between target and correctness (F(1,11) = 6.8, p < .05). Post hoc t-tests showed that VA targets resulted in greater activation than VV targets during correct recall (t(11) = 1.9, p < .05). However, VV showed greater activation than VA when targets were incorrectly recalled (t(11) = 2.4, p < .01) (see Fig. 6B). In this auditory region there was greater activation when participants were given recalling visual or auditory targets using a cross-modal cue. Furthermore, there were no significant effects related to correct versus incorrect behavior when behavioral accuracy was added as a factor in the ROI ANOVAs.

![Fig. 4. Auditory ROI results. Region-of-interest analyses in auditory areas. Both left and right auditory ROIs showed significantly greater activation during the within-modal retrieval of auditory information (AA) than cross-modal retrieval (AV). Both left and right auditory ROIs had greater activation during the presentation of auditory compared to visual cues.](image)

![Fig. 5. Contrasts demonstrating reactivation effects. (A) Shows activation in a left medial occipital region as a result of the contrast of VV > VA (p < .005, corrected). (B) Shows activation in left STG/STS as a result of the contrast VA > AA (p < .005, corrected). (C) Shows activation in left STG as a result of the contrast AA > AV (p < .005, corrected).](image)
3.3.2. Correct versus incorrect recall

We also directly compared the effects of correct compared to incorrect recall choices. A contrast of VV correct > VV incorrect showed greater activation of a region in the medial occipital lobe (p < .005, corrected) (see Fig. 7A). A contrast of VA correct > VA incorrect showed greater activation of bilateral regions in the STG as well as activation in the right posterior cingulate (p < .005, corrected) (see Fig. 7B). Similar contrasts using the AA and VV conditions comparing correct and incorrect performance did not show significant regions of activation. Also none of the inverse versions of these contrasts showed significant activation.
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Fig. 7. Contrast of correct versus incorrect performance. (A) Shows activation in a medial occipital region as a result of the contrast of VV correct > VA incorrect (p < .005, corrected). (B) Shows activation in a bilateral STG regions as a result of the contrast of VA correct > VA incorrect (p < .005, corrected). (C) Shows the results of conjunction contrast (a conjunction of the following four contrasts: (VV correct > VV incorrect), (VA correct > VA incorrect), (AV correct > AV incorrect), and (AA correct > AA incorrect)) performed to compare correct to incorrect responses across all four types of pairs overall. This conjunction contrast revealed that activation a region in midline superior parietal cortex was stronger during correct recall versus incorrect recall (p < .005, corrected).

A conjunction contrast (a conjunction of the following four contrasts: (VV correct > VV incorrect), (VA correct > VA incorrect), (AV correct > AV incorrect), and (AA correct > AA incorrect)) was performed to compare correct to incorrect responses across all four types of pairs overall. The result of this contrast revealed that activation a region in midline superior parietal cortex was stronger during correct recall versus incorrect recall (p < .005, corrected) (see Fig. 7C). The inverse contrast did not show any significant regions of activation.

3.3.3. Within- versus cross-modal recall

The final contrast of interest involved comparing within-modal to cross-modal recall conditions (Fig. 8). Fig. 8A shows conjunction contrast of correct cross-modal recall versus correct within-modal recall (the conjunction of (VA > VV) and (AV > AA)) revealed greater activation (p < .005, corrected) in the posterior left hippocampus (bilateral at lower thresholds) during cross-modal relative to within-modal recall. (B) Contains graphs showing the % BOLD signal change across correctly recalled conditions included for demonstration purposes.

Fig. 8. Cross-modal versus within-modal activations. (A) Shows activation in right posterior hippocampus as a result of a conjunction contrast of correct cross-modal recall versus correct within-modal recall (the conjunction of (VA > VV) and (AV > AA)) revealed greater activation (p < .005, corrected) in the posterior left hippocampus (bilateral at lower thresholds) during cross-modal relative to within-modal recall. (B) Contains graphs showing the % BOLD signal change across correctly recalled conditions included for demonstration purposes.
within-modal recall (contrast: the conjunction of (VA > VV) and (AV > AA)) revealed greater activation (p < .005, corrected) in the posterior left hippocampus (bilateral at lower thresholds) during cross-modal relative to within-modal recall. As can be seen from Fig. 8B, in the % BOLD signal change plot of activation in both the left and right hippocampus, the cue modality modulated the interaction. The VA condition showed greater activation than the VV condition, and the AV condition showed greater activation than the AA condition. However, when the cues were visual the activation was greater than when they were auditory. The inverse contrast did not show significant regions of activation.

4. Discussion

4.1. Behavioral enhancement and modality-specific reactivation during within-modal retrieval

In the current study within-modal recall of visual or auditory targets led to significantly greater behavioral accuracy compared to the cross-modal recall of visual or auditory targets (see Fig. 2). This is the first study to test for and demonstrate such an effect. Previous work has demonstrated an increase in recognition accuracy and priming for pictures and sounds studied within a single modality [40]. The current study extends this finding of enhanced within-modal recognition to a cued recall task of modality specific information using novel auditory and visual stimuli. This finding is also generally in line with the theory of transfer-appropriate processing that suggests encoding and retrieval interact such that a greater overlap between processes occurring at retrieval and encoding enhances memory accuracy [44]. This accuracy advantage has been demonstrated empirically, and is associated with a greater overlap between encoding and retrieval processes in brain activation [18].

Based on the current fMRI results greater activation occurred in primary perceptual regions when participants correctly retrieved within-modal targets given within-modal cues (see Figs. 3 and 4). Because concurrent perception was controlled, this finding suggests that a memory related reactivation occurred in these perceptual regions. Specifically, using visual cues to correctly recall visual information was associated with reactivation of early left-lateralized occipital cortex, using auditory cues to correctly recall auditory information was associated with reactivation in bilateral posterior STG. These results support that memory retrieval requires the reactivation of perceptual regions engaged at encoding [5,8]. Importantly, similar effects in primary perceptual regions did not occur for cross-modal associations. However, as discussed in the next section, cross-modal reactivation effects were found in the anterior STG and STS during cross-modal auditory retrieval. The finding of within-modal reactivation in modality-specific visual and auditory regions also supports previous findings in studies investigating memory reactivation (e.g. [11]). Unlike previous work, the current study used both novel audio and novel visual stimuli as both cues and targets in a task requiring the retrieval of target modality information. It is also unique in that it demonstrates within-modal auditory reactivation.

The reason why the visual reactivation effects were left lateralized in the current study is not readily apparent. However, similar left-lateralized effects are not without precedence. The clearest example is Wheeler et al. [11] who too found that while auditory reactivation effects were bilateral visual reactivation effects were left lateralized. In addition, several other studies have found left-lateralized activation of visual regions during the retrieval of visual information from memory (e.g. [19–22]; Slotnick et al., 2003). Due to the strong but not complete overlap between visual imagery and memory processes in visual cortex [52] it is important to consider some relevant work into the nature of mental imagery as well. Specifically, previous lesion [36,23] and neuroimaging work [34] have suggested that left-lateralized visual regions may be specialized for mental image generation. Grossi and Modafferi [23] in particular propose that there is a division of labor between the left and right visual related hemispheres in which the left is necessary for generating visual images but the right is involved in the exploration visual images. In light of this it is possible that recall in this study only required visual image generation and not the exploration of visual images.

Crucially, the current results suggest that individuals may differentially encode and/or recall within-modal associations relative to cross-modal associations. The behavioral results, along with the within-modal reactivation of primary visual and auditory regions, suggest that the recall of within-modal associations may be more accurate because within-modal cues activate similar modality-specific regions in which the to-be-recalled target information is represented. Therefore, the current study provides one neural mechanism that would explain why an increased convergence between processes occurring at retrieval and encoding enhances memory accuracy.

4.2. Cross-modal auditory reactivation and effects of incorrect performance

Results from the whole-brain SPM analysis showed that activation of the left anterior STG occurred during both the cross-modal and within-modal retrieval of auditory target information (see Fig. 6A). Cross-modal auditory reactivation occurred in anterior superior temporal sulcus (STS) as well (see Fig. 5B). There were several proposed mechanisms by which cross-modal activation may occur during perceptual and memory tasks. One possibility is that modality-specific areas may be linked through medial temporal regions such as the hippocampus and perihinal cortex [53]. As discussed in detail later, the hippocampus was more greatly active during cross-modal retrieval suggesting that it may play a role in cross-modal retrieval and reactivation in the context of the present task. In addition, associative regions in the cortex such as the multisensory STS, among others, may play a role in linking modality specific activation during learning and memory [38]. In the current study the STS showed reactivation during cross-modal but not within-modal reactivation of auditory information (see Fig. 5B and C). Finally, direct feed-forward connections between modality-specific regions have been found to be involved in some cases of cross-modal reactivation [24]. Supporting this, recent work has shown that cross-modal repetition effects occur in earlier auditory and visual processing regions than has been suspected (Doehrmann et al., 2010).

In the current study we also looked at the effects of correct versus incorrect retrieval in regions that demonstrated reactivation effects. In the same left anterior STG region that demonstrated within- and cross-modal reactivation of target information what could be considered a ‘false’ reactivation effect was found (see Fig. 6B). When participants correctly or incorrectly recalled auditory targets there was greater activation in this region than when they recalled visual targets either correctly or incorrectly. Thus, at least in this region, reactivation seems to depend upon the type of target retrieved regardless of whether it was the correct one or not. This is in line with previous work that has shown that false alarms during recognition can be associated with reactivation effects in the same areas as veridical recognition [25]. The current study is the first to show this phenomenon can occur during cued retrieval of modality-specific auditory information. It should also be stressed that, as in previous work, this effect was demonstrated in more associative perceptual regions as opposed to primary perceptual
regions. Previous work has demonstrated that during encoding associative visual regions were recruited during true and false memory formation, and only primary visual regions were associated with true memory formation [17]. This finding also supports studies that have demonstrated that primary visual regions exhibit activations that distinguish between true and false visual recognition, but more associative visual regions do not [51]. One reason this effect was only significant in auditory regions, and not visual regions, may be due to the similarity of the auditory stimuli. Some theories have proposed that false memories are increased by the similarity between items (e.g. [26]). Experimental paradigms such as the Deese-Roediger-McDermott-Paradigm (DRM) [27] support this proposal, showing that false recognition increases when distractors are similar to studied words.

It is worth noting that when comparing correct versus incorrect performance across all conditions there was greater superior parietal activation (see Fig. 7C). Activations in both the inferior and superior parietal lobe have been repeatedly found in previous neuromaging studies of memory when old, compared to new, items are correctly recalled or recognized [54].

4.3. Greater hippocampal activation during the retrieval of cross-modal target information

In the current study the posterior left hippocampus was more greatly active during the correct recall of cross-modal associations compared to the recall of within-modal associations (see Fig. 8A). This is the first evidence that the hippocampus is engaged to a greater degree during the recall of cross-modal information compared to within-modal information. The results also suggest that the particular cue and target pairings impacted the activation of the hippocampus in different ways. Specifically, while the pairs with visual cues had a relatively greater degree of activation than those with auditory cues, when the cues were the same the cross-modal pairing showed greater activation than the within-modal pairing (see Fig. 8B). Based on a large amount of empirical work to date the hippocampus is thought to play a critical role in relational memory [28]. Therefore, the increased activation in the hippocampus during the retrieval of cross-modal associations suggests an increased demand for relational memory for this type of association. This finding converges with work showing that the encoding of cross-modal associations is associated with greater activation of the hippocampus than the encoding within-modal associations [39]. Cross-modal retrieval may depend more on the hippocampus, in which multisensory information converges and associative links between different modalities can allow for cross-modal retrieval through the reactivation of cross-modal perceptual regions (e.g. anterior STG in this study). Finally, the fact that hippocampal activation was found in posterior regions is in line with previous work demonstrating that encoding processes tend to activate anterior regions of the hippocampus while recall processes tend to activate more posterior regions of the hippocampus [42,29,47].

5. Conclusions

The current study suggests that multisensory information impacts not only perception [13,30,31], but memory processes as well. Furthermore, findings from the current study support the reactivation hypothesis of memory. Within-modal reactivation occurred in both primary auditory and visual regions while cross-modal reactivation occurred only in auditory association areas. In addition, the current study suggests that, at least during cross-modal auditory retrieval, reactivation associated with a falsely retrieved target can occur in modality-specific associative regions. Furthermore, the retrieval of cross-modal associations may increase the degree of hippocampal involvement compared to within-modal retrieval. Overall the current study demonstrates the behavioral and neural differences between within- and cross-modal associations, and highlights the importance of considering the role of multisensory information in memory.
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