Substance P in the Gas Phase: Conformational Changes and Dissociations Induced by Collisional Activation in a Drift Tube
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Abstract. The work presented below is related to our companion paper in this issue, entitled: Substance P in solution: trans-to-cis conformational changes of penultimate prolines initiate non-enzymatic peptide bond cleavages. Two-dimensional ion mobility spectrometry (IMS-IMS) and mass spectrometry techniques are used to investigate structural transitions for [M+3H]3+ ions of substance P (subP) upon collisional activation (CA) in the gas phase. In this approach, different conformations of ions having a specified mobility are selected after an initial IMS separation, collisionally activated to produce new conformers, and these product structures are separated again using a second IMS region. In this way, it is possible to follow folding and unfolding transitions of different conformations. The analysis shows evidence for five conformations. Unlike other systems, every transition is irreversible. Studies as a function of activation voltage are used to discern pathways of structural changes prior to reaching the energy required for dissociation. Thresholds associated with the onsets of transitions are calibrated to obtain estimates of the energetic barriers between different structures and semi-quantitative potential energy diagrams are presented. Overall, barriers associated with structural transitions of [subP+3H]3+ in the absence of solvent are on the order of ~ 40 kJ mol⁻¹, substantially lower than the ~ 90 kJ mol⁻¹ required for some similar structural transitions in solutions of ethanol. Comparisons of the transition energies in the gas phase with thermochemistry for similar transitions in solution provide clues about why reverse transitions are prohibited.
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Introduction

It is fair to ask the question: why would anyone want to study the conformations of biomolecules in a vacuum? After all, these molecules rarely find themselves completely stripped of solvent at pressures found in the upper atmosphere. And, such studies are not easy—requiring complex instrumentation that often needs to be designed and constructed in house. Moreover, today, with ~ 137,000 entries in the protein data bank, much is...
known about the nearly 1400 unique folds that describe native structures [1, 2]. So much so, that a machine-learning approach developed by the Google subsidiary DeepMind won the 2018 CASP13 protein-folding competition, with the most accurate predictions of 25 of 43 unknown structures; the nearest competitive approach was most accurate for only three sequences [3].

The ability to predict native structures from primary sequences is a major advance that builds on more than a half century of experimental measurements [4–8]. One might imagine that the protein-folding problem is largely solved. But, native structures are only a part of this problem. Proteins sample many other non-native conformations as they are synthesized, modified, and transported through new environments [9]. Little is known about these states. Non-native conformations may or may not function in the same way, or with the same efficiency, as native structures [10, 11], but they are critical to living systems. In order to maintain proteostasis, sequences such as aggregation [15–16], denatured structures must be recognized as such [12], tagged [13], and destroyed [14], in order to prevent deleterious consequences such as aggregation [15–17]. We have previously quoted [18, 19] Lumry’s and Eyre’s now classic 1954 paper [20], “Conformation Changes of Proteins” which begins by stating, “[t]he term protein denaturation even in its original meaning included all those reactions destroying the solubility of native proteins and has since acquired so many other meanings as to become virtually useless.” In the 65 years since, little has changed. In large part this is because it is extremely difficult to trap, purify, and characterize non-native states.

One exception to this difficulty comes when solvent is removed as species are transferred into mass spectrometers. Early structural studies of naked biomolecules from Fenselau’s [21], McLafferty’s [22], Douglas’ [23], Cooks’ [24], Williams’ [25], Bowers’ [26], and Jarrold’s [27] groups (among others) were perhaps initially driven by curiosity. But, we might now ask: what better place is there to study non-native structures, than in the gas phase? In the absence of a lubricating solvent, some non-native structures are stable for long times [28], allowing them to be probed with an arsenal of fast and powerful mass spectrometric techniques developed during the last century [29]. Moreover, the evaporative cooling process associated with creating macromolecular ions by electrospray ionization (ESI) [30] rapidly freezes-out specific structures as they dry [18, 31, 32]. These “freeze-dried biomolecules,” as Beauchamp’s group called them [33] are now more than a curiosity; they provide access to non-native states where few options exist. And, studies of naked proteins provide the chance to examine intramolecular interactions without complications due to solvent [34]. As more information becomes available, computational methods will undoubtedly provide a more detailed understanding of how such structures are formed and what functional or dysfunctional roles they play.

Perhaps it is not all that surprising that structures are stabilized upon removal of solvent. After all, removal of solvent is how protein crystals are stabilized [35]. And, while some were suspicious that early crystal structures may lack key aspects relevant to solution structure [36], they appear to have caught on and are now widely accepted. Below, we describe the use of ESI with hybrid ion mobility spectrometry-mass spectrometry and collisional activation techniques (IMS-CA-IMS-MS) to probe structural transitions of the simple, model, and undecapeptide substance P (subP) in the gas phase. This peptide, a well-studied member of the tachykinin family [37], has the sequence Arg¹-Pro²-Lys³-Pro⁴-Gln⁵-Gln⁶-Phe⁷-Phe⁸-Gly⁹-Leu¹⁰-Met¹¹-NH₂. Recent studies, using the cryogenic-IMS techniques pioneered by Russell’s group [31], found evidence for two types of conformers: a kinetically trapped structure that emerges in the gas phase upon evaporation of solvent (conformer A), and an extended gas phase structure that forms upon annealing desolvated subP ions (conformer B). In another paper in this issue, Conant et al. describe kinetics studies of structural changes of subP that ultimately result in non-enzymatic cleavage of specific bonds, when subP is incubated in ethanol solutions [38]. In ethanol, a trans-Pro²⁴ → cis-Pro²⁴ configurational change regulates cleavage of the Pro²⁴-Lys³ peptide bond. After this occurs, the subP(3−11) fragment that is formed undergoes a similar trans-Pro²⁴ → cis-Pro²⁴ isomerization before the Pro¹⁴-Gln¹⁵ bond spontaneously cleaves. In both dissociation events, product peptides are accompanied by formation of a cyclic diketopiperazine (DKP) dipeptide. This spontaneous processing is very different than enzymatic dipeptidyl peptidase IV cleavage of penultimate proline peptide bonds [39], which occurs only from the trans-configuration and forms dipeptide products rather than DKPs. The presence of these solution intermediates and preservation of kinetically trapped [subP+3H]³⁺ ions in the gas phase provides an interesting opportunity to also compare structural changes and bond cleavages in solution with those induced upon collisional activation in the gas phase, which we do below.

Experimental

IMS-CA-IMS-MS Measurements

The instrument used for the studies described here was designed and constructed by Koeniger et al. and a schematic diagram is shown in Figure 1 [40]. This instrument uses long drift regions and low pressures. Each drift region is ~ 300 times longer than the excitation region, such that differences in drift times associated with the higher electric fields in the CA region are smaller than the 60 µs bin sizes used to record drift time distributions. At low pressures, collisional cooling of activated ions occurs more slowly than at high pressures. This makes it possible to activate ions inside of the drift tube using relatively low voltages. Our approach is very similar to the now widely used collision-induced unfolding method (CIU, where ions are injected into a drift tube at different voltages) that was pioneered and perfected by Jarrold’s, Bower’s, and Ruotolo’s groups and is now commercially available [41, 42]. The CIU approach is remarkably sensitive to very subtle differences in structures and stabilities, even for large ions [43].
Experimental IMS-CA-IMS-MS measurements are carried out using a method pioneered by Pierson et al. [44] Briefly, ions were produced and introduced to the IMS drift tube using a TriVersa NanoMate (Advion, Ithica, NY) autosampler and nanospray ionization source. The drift tube [40] consists of a source region that periodically releases packets of ions from a gridded electrostatic gate (G1) into the first drift region (D1) where, under the influence of a uniform electric field along the axis of the instrument, ions migrate through a 0.9-m drift tube containing ~ 3.0 Torr of He buffer gas before entering a collisional activation region where they are activated with an applied voltage. Upon exiting this region, the ions (which may have changed conformation or undergone fragmentation) enter a second 1.0-m drift region where they undergo a second separation prior to detection in a time-of-flight mass analyzer. The first and second drift regions are separated by an ion funnel (F2) that serves to radially focus ions and contains an electrostatic gate (G2) that may be raised and lowered periodically to allow ions of a specific mobility to pass. The funnel also contains an activation region (IA2), operated for this experiment at voltages ranging from 6 to 200 V, that may rapidly accelerate ions for collisional activation. After exiting IA2, ions are rapidly thermalized to the buffer gas temperature and are separated again in D2. An ion funnel (F3) then focuses the ions before they exit into the mass spectrometer [45].

Determination of Experimental Collision Cross Sections from Ion Mobility Distributions

Collision cross sections ($\Omega$) were determined from ion drift times ($t_D$) using Eq. (1) [46].

$$\Omega = \frac{(18\pi)^{1/2}}{16} \frac{ze}{(k_bT)^{1/2}} \left[ \frac{1}{m_i} + \frac{1}{m_B} \right]^{1/2} \frac{t_D E 760}{L P 273.2 N} \quad (1)$$

Included in this equation are terms for Boltzmann’s constant ($k_b$), temperature ($T$), charge of the ion ($e$), elementary charge ($e$), masses of the ion ($m_i$) and buffer gas ($m_B$), and the neutral number density of the buffer gas at standard temperature and pressure ($N$). The electric field ($E$), the length of the drift tube ($L$), and pressure ($P$) are defined experimentally.

The IMS-CA-IMS-MS instrument (Figure 1) is designed so that cross sections can be measured in several ways. The most accurate measurement is obtained by scanning the delay time associated with release of ions from the G1 and selection of ions at G2 across a peak. In this region, the electric field is uniform, the length of the drift region is nearly exactly defined as the difference between the grids of G1 and G2, and the drift time avoids inclusion of any time that ions spend outside of the drift region (e.g., time associated with transfer of ions into the source of the MS) as well as flight times of ions in the MS. This approach can be used to check mobilities that travel through the entire instrument and create a calibration curve for cross-sectional distributions recorded using the entire D1 and D2 regions. Finally, the drift time can be measured with respect to the selection gate G2, allowing cross sections to be determined for activated ions.

Peptide Synthesis and Sample Preparation

Substance P was obtained from Sigma Aldrich (≥95% purity, St. Louis, MO). Several subP analogues involving a range of Pro → Ala substitutions were synthesized using standard FMOC solid-phase peptide synthesis carried out on an Applied Biosystems 433A Peptide Synthesizer (Applied Biosystems, Foster City, CA) [47]. Peptide solutions (10 μM in 1-propanol) were electrosprayed using a TriVersa NanoMate autosampler. We focused these studies on ions produced from 1-propanol because this solvent produces four structures that appear to be trapped during the electrospray process. Thus, this system allows us to study transitions of different structures of the same peptide.

Figure 1. Diagram of the IMS-IMS-MS instrument employed in these studies
Method for Investigating cis/trans-Configurations of Pro² and Pro⁵ Peptide Bonds

Proline is unique among the naturally occurring amino acids because the pyrrolidine side chain restricts formation of the more commonly adopted and energetically favorable trans-configured peptide bond [48–52]. As a result, proline has an increased tendency to occupy the cis-form, which frequently leads to additional structural features [53–55]. Substitution of an alanine residue for a proline residue prevents formation of a cis-configured peptide bond that can be formed by proline. Thus, comparisons of the cross-sectional distributions for subP (containing proline) with distributions recorded for Pro → Ala-substituted analogues allow us to obtain insight about the configuration of the proline peptide bond configuration. To make this comparison, it is useful to account for differences in the cross sections that arise from differences in the sizes of proline and alanine residues. This difference is known from values of intrinsic size parameters which were initially determined for all amino acids by Counterman and Valentine [56–60]. With these corrections, Pierson et al. assigned the cis- and trans-configurations of each proline residue in the conformations of the bradykinin peptide backbone configuration [61]. Similarly, Fort et al. utilized alanine-substitution of various subP residues (Pro, Gln, Phe) to characterize the key residues in stabilizing conformer A of [subP+3H]+ [62]. Below, we analyze three Pro → Ala substituted sequences: RAKPQQFFGGLM-NH₂ [subP(P2A)], RPKAQQFFGGLM-NH₂ [subP(P4A)], and RAKAQQFFGGLM-NH₂ [subP(P2,4A)]. Studies of Ala-substituted analogues as a function of activation energy allow us to identify the origin of specific structural changes.

Calibration of Threshold Voltages To Obtain Activation Energies

Activation voltages are calibrated to obtain activation energies, as described previously [44]. Briefly, collisional fragmentation threshold voltages from measurements in the drift tube are calibrated to reported thermochemistry. Most of the thermochemistry used to calibrate our method was determined by Armentrout who has pioneered the most rigorous statistical analyses associated with determining fragmentation thresholds from single-collision events that lead to new ions (either fragments or products of ion-molecule reactions) [63–65]. The calibration also uses thermochemistry for bradykinin ions from an Arrhenius analysis of dissociation rates measured in a temperature-controlled ion trap by McLuckey and his coworkers [66], and an average of several reports of thermochemistry for leucine enkephalin [67–70]. Each experimental threshold, defined as the voltage at which a product state abundance reaches 1% normalized abundance, is multiplied by charge, divided by number of vibrational degrees of freedom (d.o.f.) of the activated species, and calibrated to literature values for the dissociation energies as shown in Eq. (2) [44].

\[ E_a = 1.590 \frac{V \times z}{\text{d.o.f.}} + 0.039 \]  

The calibrated thresholds determined from Eq. (2) are in units of eV and these values are reported in kJ mol⁻¹. The use of 1% relative intensity as threshold voltages was not based on statistical theory, but was chosen as the point of a signal-to-noise ratio sufficient for confident detection, described previously [44]. Other definitions of the threshold (e.g., 2% or 5%) could be calibrated and used for determination of thresholds. Once calibrated, other definitions yield similar values [71].

One critical caveat of this approach is that it does not capture the effects of entropy. Specifically, it assumes that transition states have similar entropies of activation when approached from the forward or reverse directions. That is, they are both either similarly loose or tight. This assumption appears to be valid for activation of the main peaks observed in the quasi-equilibrium distribution for bradykinin. But, this is clearly not the case for substance P. The studies described below reveal that four conformers originate from solution and if provided enough activation energy, each of these will form the conformer B—the gas-phase structure. But, none of these processes is reversible. This strongly suggests that solvent is required to reach the transition states necessary to form these conformers. This finding introduces an important caveat. Below, we report threshold energies and treat them as transition state energies for the forward direction that results in formation of B; however, strictly speaking, these values are upper limits to the transition state energies and may also be subject to kinetic shifts larger than the reactions with loose transition states that were used to calibrate this method, and so these reactions may give an activation energy that is slightly too large. Interestingly, our reported values for these transitions are relatively low, ~28 to 54 kJ mol⁻¹, especially when compared with the solution thermochemistry for similar transitions. Therefore, it seems likely that kinetic shifts in the forward direction are small.

Results and Discussion

IMS Cross-Sectional Distributions for [subP+3H]+

Figure 2 shows a typical cross-sectional distribution for [subP+3H]+ ions obtained upon electrospraying from a solution of propanol. The most abundant peak in the spectrum at \( \Omega = 300 \text{ Å}² \) corresponds to a conformation that was observed previously by Russell and coworkers and is called conformer A [31]. One of the smaller peaks, centered at \( \Omega = 354 \text{ Å}² \) was also observed previously and is called conformer B [31]. Additionally, we find evidence for two new very low-intensity peaks centered at \( \Omega = 333 \text{ Å}² \) and 339 Å², which we have labeled as
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Figure 2. Mobility-separated, cross-sectional distribution for [subP+3H]^3+ measured upon electrospraying subP from ethanol. The major peak corresponds to conformer A, as assigned previously [31]. Three very low abundance peaks are also observed, corresponding to conformers C1, C2, and B. The region associated with low abundance structures is multiplied by a factor of 20 (dashed line)

C1 and C2, respectively, that we discuss in more detail below. The observation of multiple conformations for this peptide is similar to results for other peptides with proline residues, which often show evidence for multiple structures associated with proline residues sampling both cis- and trans-peptide-bond configurations [33–55].

Selection and Activation of Individual Conformers

To explore structural changes in this system, each peak was selected based on its mobility in the first drift tube and subjected to CA at different activation voltages. The results for selection and activation for each conformer are shown in Figure 3. We begin by discussing the most abundant species, conformer A. Upon selection and activation, this peak remains the only feature in the distribution below ~50 V. At an applied activation voltage of 56 V, we observe in Figure 3 that a small fraction of the conformer A ions unfolds, forming conformer B, which has a larger cross section. As the CA voltage is increased, the distribution shifts to favor B and by 68 V, B dominates the distribution, becoming the only observable feature above CA ~ 70 V. This result is consistent with results reported by Russell’s group, where ions were activated in the source region [31].

Previously, we reported that at high activation voltages (prior to fragmentation), bradykinin ions favor a “quasi-equilibrium distribution” (QED) [72]. That is, when the activation energy exceeds all of the barriers between different structures, increasing activation voltage no longer results in changes to the populations of different states that are present [44, 72]. Additionally, the QED distribution of bradykinin (which involved three main structures) can be reached upon activating any of the six resolved structures that were produced directly by ESI for this ion. In the case of subP, only a single peak is observed at high energies. This peak (conformer B) may be comprised of multiple structures with similar cross sections that are not resolved and reflect the QED of gas-phase sub P ions that appears to have been reached at ~70 V. Conformer A is not observed in the QED. We interpret this as an indication that conformer A results from a population of states that are kinetically trapped as ions emerge from solution. This is consistent with the cryogenic-IMS measurements [31].

Analogous selection and activation experiments were carried out for the smaller peaks (B, C1, and C2) as shown in Figure 3. While conformer B dominates the distribution when formed at high activation energies from conformer A, only a small population is formed directly from the source. Integration of the ion signals in Figure 2 indicates that conformer B comprises only ~1.5% of the total distribution. Selection and activation of the $\Omega = 354$ Å$^2$ conformer B peak results in an interesting set of distributions. Most of these ions (>98%) do not appear to change structure upon activation. This is consistent with the idea that in the gas-phase B ions are more stable than A ions. In this case, we suspect that the conformer B ions observed directly from our source are formed by activation of a conformer A, after their emergence into the gas phase as ions (presumably this slight activation occurs in the ion funnel region of our source, in analogy to Russell’s activation results) [31]. Activating the $\Omega = 354$ Å$^2$ peak at 60 V shows evidence for a very small population of conformer A ions. It appears that ~2% of the selected $\Omega = 354$ Å$^2$ ions (which initially comprised only ~1.5% of the distribution of ions from the source) can form conformer A. However, as the activation energy is increased beyond ~80 V, this population vanishes and only B is observed. This result requires that an additional, very low abundance conformer must be present. Unlike other B ions, upon activation, this small population of species (which we call conformer B*) must be kinetically trapped (similarly to A) and upon activation these ions are capable of forming conformer A. The A state that is produced from B* presumably exists over a narrow range of energies (as shown below) because at higher energies, A can convert to B. The B* conformer trapped during the ESI process represents only ~0.03% (2% × 1.5%) of the initial distribution of ions. This analysis not only illustrates the value of selecting and activating ions by IMS-IMS as a means of revealing differences in structures that have identical cross sections but also highlights the high sensitivity of these methods.
Figure 3 also shows cross-sectional distributions that are recorded upon selection and activation of C1 and C2 ions, which each comprise ~0.5% of the initial source distribution. Both of these ions form conformer A at intermediate voltages. As observed for B*, at higher voltages A disappears and only the final B product remains. The formation of A from C1 and C2 suggests that these are also kinetically trapped structures from solution. No other structures form either of these species in the gas phase, consistent with this idea.

Careful examination of Figure 3 reveals a very small difference between the C1 and C2 conformers. At intermediate voltages, e.g., 38 V in Figure 3, the C2 peak shows a small shoulder at a slightly larger cross sections ($\Omega = 354 \, \text{Å}^2$) consistent with formation of B or B*. As the collision voltage is increased this shoulder decreases in abundance, disappearing entirely by ~48 V. This behavior is consistent with formation of B*. At higher CA voltages, the peak at $\Omega = 354 \, \text{Å}^2$ returns and dominates the distribution. This is the B conformer, and it becomes the only product observed above ~70 V.

It is important to note that Russell’s cryogenic-IMS results show definitively that conformer A emerges directly from solution, upon evaporation of the last remaining solvent molecules from the ion. But, here, we have shown that selection and activation of C1, C2, and also B* in the gas phase can form a state with the same cross section as conformer A. The only structure that does not form A upon activation is conformer B. This requires that either conformer A can be formed in the gas phase from activation of other structures or that gas-phase activation of other conformers produces a different species with the same cross section as the conformation that emerges directly from solution. The same is true of B*. Activation of C2 shows that B* can be formed the gas phase. However, the observation that B* forms A indicates that B* is a kinetically trapped conformer and could also emerge directly from solution.

Changes in Conformer Abundances as a Function of Activation Voltage

A summary of the abundances that are obtained for different structures upon selection and activation of each of the conformers at all of the CA voltages used in these studies is shown in Figure 4. These data are consistent with the changes in the peaks discussed above. Figure 4 also shows simple reaction mechanisms that are consistent with the discussion given above upon activating each ion. One important finding is that the transitions described above show no evidence of being reversible. As can be observed from Figure 4, as the collision voltage is increased, from ~50 to 80 V, the population of conformer A ions decreases as B increases and no further changes are observed until fragmentation is observed at ~90 V. When the $\Omega = 354 \, \text{Å}^2$ peak (dominated by B) is selected and activated, we observe the small population of B* that forms A. At higher energies, A forms B. Again, the large population of B ions does not change over a wide distribution of energies (here from 0 to 90 V) until the threshold for fragmentation is reached. Similarly, the lowest energy product observed upon activation of C1 is A and at higher energies B is observed.
prior to fragmentation. Activation of C2 is somewhat different. This conformer forms B* and A. At higher energies B* also forms A and at even higher energies conformer B dominates before dissociation.

**Extraction of Thresholds and Determination of Activation Energies for Structural Transitions**

Figure 4 also shows a detailed plot of C2 activation showing the threshold regions for each transition. Similar analysis of 1% thresholds for each activated conformer yield activation energies for each transition. These values are summarized in Table 1, and a simple representation of the reaction coordinate associated with these conformational changes is shown in Scheme 1. This analysis reveals that barriers for these gas-phase transitions are in the range of ~28 to 54 kJ mol⁻¹.

**Fragmentation Thresholds and Dissociation Energies**

Figure 4 also shows that at very high energies (above ~90 V), the B conformers fragment. The fragmentation products that are observed are identical regardless of which conformer is selected for activation. This is not surprising. As ions enter the activation region IA2 they undergo a rapid heating and cooling process. This is a relatively slow cycle (as compared to isomerization); we anticipate that every conformer will convert to B prior to dissociation.
Figure 5 shows fragmentation mass spectra at several energies. The lowest energy process involves loss of ammonia to form a small population of [subP-NH3+3H]3+ ions. While we cannot unambiguously assign where these products are formed (there are several amide groups associated with this peptide), loss of ammonia involves a very specific transition state. Regardless of its origin, this process is entropically disfavored, consistent with the relative inefficiency, observed experimentally as a small peak in Figure 5. At higher energies, direct bond cleavage leads to formation of the b_{10}^{2+} ion. As soon as this becomes energetically accessible, this process dominates the mass spectrum. As the activation voltage is increased beyond ~130 V, we observe a third fragment, corresponding to the b_9^{2+}. This fragment competes directly with b_{10}^{2+} indicating that b_9^{2+} is formed from b_{10}^{2+} in a sequential process.

Table 1. Threshold Voltages and Calculated Activation Energies for [subP+3H]^{3+} Transitions

<table>
<thead>
<tr>
<th>Conformer</th>
<th>Selected</th>
<th>Formed</th>
<th>Voltage $^c$</th>
<th>Threshold $E_a$$^d$, kJ mol$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>B</td>
<td>48 ± 1</td>
<td>42 ± 1</td>
<td></td>
</tr>
<tr>
<td>C_1</td>
<td>A</td>
<td>32 ± 2</td>
<td>29 ± 2</td>
<td></td>
</tr>
<tr>
<td>C_2</td>
<td>B$^*$</td>
<td>32 ± 1</td>
<td>29 ± 1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>31 ± 4</td>
<td>28 ± 4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>43 ± 4</td>
<td>38 ± 4</td>
<td></td>
</tr>
<tr>
<td>B$^*$</td>
<td>A</td>
<td>51 ± 4</td>
<td>44 ± 3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>63 ± 2</td>
<td>54 ± 2</td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>[subP-NH3+3H]$^{3+}$</td>
<td>85 ± 2</td>
<td>71 ± 2</td>
<td></td>
</tr>
<tr>
<td>C_1</td>
<td>[subP-NH3+3H]$^{3+}$</td>
<td>92 ± 5</td>
<td>76 ± 4</td>
<td></td>
</tr>
<tr>
<td>C_2</td>
<td>[subP-NH3+3H]$^{3+}$</td>
<td>90 ± 4</td>
<td>75 ± 4</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>[subP-NH3+3H]$^{3+}$</td>
<td>96 ± 5</td>
<td>79 ± 4</td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>[b_{10}^{2H}]$^{2+}$</td>
<td>92 ± 4</td>
<td>76 ± 4</td>
<td></td>
</tr>
<tr>
<td>C_1</td>
<td>[b_{10}^{2H}]$^{2+}$</td>
<td>102 ± 6</td>
<td>85 ± 5</td>
<td></td>
</tr>
<tr>
<td>C_2</td>
<td>[b_{10}^{2H}]$^{2+}$</td>
<td>105 ± 1</td>
<td>87 ± 2</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>[b_{10}^{2H}]$^{2+}$</td>
<td>105 ± 5</td>
<td>87 ± 4</td>
<td></td>
</tr>
</tbody>
</table>

$^a$Mobility peak of [subP+3H]$^{3+}$ selected for activation
$^b$Structure formed during activation of the selected peak
$^c$Collisional activation voltage applied in the activation region IA2. The indicated uncertainties in voltage represent the standard deviation from triplicate measurements
$^d$Activation energy threshold of the indicated transition, calibrated with Eq. (2).

Activation energy uncertainty was determined through propagation of voltage error and the uncertainty of the energy calibration from ref [44].

Figure 5 shows fragmentation mass spectra at several energies. The lowest energy process involves loss of ammonia to form a small population of [subP-NH3+3H]$^{3+}$ ions. While we cannot unambiguously assign where these products are formed (there are several amide groups associated with this peptide), loss of ammonia involves a very specific transition state. Regardless of its origin, this process is entropically disfavored, consistent with the relative inefficiency, observed experimentally as a small peak in Figure 5. At higher energies, direct bond cleavage leads to formation of the b_{10}^{2+} ion. As soon as this becomes energetically accessible, this process dominates the mass spectrum. As the activation voltage is increased beyond ~130 V, we observe a third fragment, corresponding to the b_9^{2+}. This fragment competes directly with b_{10}^{2+} indicating that b_9^{2+} is formed from b_{10}^{2+} in a sequential process.

Calibrated thresholds are used to obtain dissociation energies associated with two fragmentation pathways: process 1 [subP-NH3+3H]$^{3+}$ + NH3, which likely requires a significant intramolecular rearrangement in formation of a very specific transition state that eliminates ammonia without cleaving any peptide bond, and process 2, in which a peptide bond is cleaved to produce the b_{10}^{2+} + y_1^{+} product ions. A mechanism for

Scheme 1. Simple reaction coordinate showing the conformational changes in substance P sampled by collisional activation.
process 2 has been proposed in which the backbone carbonyl carbon of Leu$^{10}$ is subjected to nucleophilic attack from the carbonyl oxygen of Gly$^{9}$, a relatively localized rearrangement leading to peptide bond cleavage and an oxazolone intermediate fragment that rearranges to the final $b_{10}^{2+}$ product [73]. We do not analyze the thresholds associated with additional products formed at higher energies from fragmentation of $b_{10}^{2+}$ (e.g., the $b_{9}^{2+}$, and other smaller fragments, not shown) because these appear to be formed in sequential processes.

The bond energies that we obtain from this analysis are interesting. While the products of dissociation are independent of the initial selected conformer that is activated (indicating that fragments are formed after formation of the distribution of B ions), the energy required for dissociation differs. That is, this analysis is sensitive to subtle differences in stabilities of different precursor structures. The activation energies necessary for dissociation via pathways 1 and 2 measured from selection and activation of each precursor conformer are tabulated in Table 1. The energy required to eliminate ammonia via process 1 ranges from a lowest value of $71 \pm 2$ kJ mol$^{-1}$ for conformer A to a highest value of $79 \pm 4$ kJ mol$^{-1}$ for conformer B. It is interesting to note that these values are similar to the value of $76 \pm 3$ kJ mol$^{-1}$ measured by McLuckey and coworkers for elimination of water from bradykinin, a process that we expect to be energetically similar to elimination of ammonia.

Table 1 also lists values associated with process 2, which results in formation of $b_{10}^{2+}$. The energetics associated with this fragmentation are also dependent upon which precursor ion has been activated. Our threshold analysis yields dissociation energies of $76 \pm 4$ kJ mol$^{-1}$ for conformer A, $85 \pm 5$ kJ mol$^{-1}$ for conformer C$_1$, $87 \pm 2$ kJ mol$^{-1}$ for conformer C$_2$, and $87 \pm 4$ kJ mol$^{-1}$ for conformer B are listed in Table 1. Comparison of these values with those reported above for process 1 reveals that the former process (elimination of ammonia) is energetically favorable by $\sim 5$ to $12$ kJ mol$^{-1}$. Interestingly, while elimination of ammonia is favored energetically, as soon as fragmentation pathway 2 is accessible, formation of $b_{10}^{2+}$ dominates the product distribution, suggesting that process 2 is more favored entropically.

Assignment of Proline Configurations for Different Conformers

As mentioned above, substitutions of Ala residues for Pro residues allowed Pierson et al. to assign the cis/trans-configurations of different bradykinin conformers. We have carried out analogous substitutions of the Pro$^2$ and Pro$^4$ peptide bonds for different conformations of subP (cross-sectional distributions shown in Figure 6) and find that assignments based on comparisons of cross sections alone are somewhat ambiguous. Still, it is instructive to go through this analysis as some insight is gained by analyzing the subP(P2A), subP(P4A), and subP(P2,4A) Ala-analogues.

We begin by considering the proline configurations for C$_1$ and C$_2$, because these assignments are relatively straightforward. None of the Ala-analogues form the C$_1$ or C$_2$ conformers, within
our detection limits (S/N ~ 10⁴ in these experiments). This indicates that each of these conformers has a cis-Pro² and cis-Pro⁴ configuration and the trans-peptide bonds associated with the Pro → Ala substitutions prohibit their formation.

Cross-sectional measurements for the Ala-analogues of conformer A (when corrected for the differences in size of the Ala and Pro residues, −2.5 Å²) [60] yield values of Ω[subP(P2A) + 3H]³⁺ = 305 Å², Ω[subP(P4A) + 3H]³⁺ = 300 Å², and Ω[subP(P2,4A) + 3H]³⁺ = 299 Å², or an average size-corrected value of Ω(A) = 301 ± 2 Å² (Figure 6). A trans-Pro² and trans-Pro⁴ configurational assignment for conformer A is consistent with the idea that cross sections for the Ala-analogues and Ω(A) = 302 ± 2 Å² for [subP+3H]³⁺ with no Ala substitutions are identical within the experimental uncertainties (when conformer A is produced from a 1-propanol solution). It is important to note that when electrosprayed from ethanol [38], the peak associated with conformer A becomes broader. It is likely that this broadening is associated with a population of ions having a cis-Pro² configuration, as this is required for DKP formation in solution [74]. Thus, the trans-Pro² and trans-Pro⁴ configurational assignment of peak A from 1-propanol based on cross sections alone is not very satisfying.

This assignment is strengthened upon examining the CA data (see supporting information). When activated, each of the three Ala-analogues convert entirely into conformer B; moreover, the thresholds for each of these transitions are ~ 6 kJ mol⁻¹ lower than for activation of [subP+3H]³⁺ with no substitution. Substitution of the Ala residue imposes a trans-configured peptide bond because it raises the barrier for forming the cis-configuration [48, 49]. Thus, the lower thresholds observed for the Ala-substituted peptides corroborate the trans-Pro² and trans-Pro⁴ configurational assignment of A.

Conformer B is produced in the gas phase. For some of the Ala-analogues, we must activate A in order to produce B. An average of the size parameter corrected cross section for all three Ala-analogues is Ω(B) = 349 ± 1 Å², a value which is 1.7% smaller than Ω(B) = 354 ± 3 Å² measured for subP with no Ala substitutions (Figure 6). This is slightly outside of the ± 1% relative uncertainty that we expect for identical structures, such that assignment based on comparisons of cross sections is a little ambiguous. The similar values suggest that conformer B has a trans-Pro² and trans-Pro⁴ configuration. We note that the Ala and Pro size parameters vary with peptide size (as well as peptide structures) [59] and other size parameter values would yield slightly different corrected cross sections for the Ala-analogues. Moreover, this analysis assumes that the only change in size arises from the differences in these residues, and clearly this substitution could alter the overall structure of this conformer within this range. As mentioned above, the lower thresholds for forming B from A for the Ala-substituted peptides indicates that B (for subP) has a trans-Pro² and trans-Pro⁴ configuration.

Finally, activation of the Ω(B) = 349 Å² peak for each of the Ala-analogues provides a means of assigning the proline configurations for B*. The B* conformer is observed only for the subP(P2A) analogue, with an energy dependence and population that is very similar to subP having no Ala substitutions. Thus, we assign the proline configurations of the B* subP conformer as trans-Pro² and cis-Pro⁴ configurations. Table 2 provides a summary of the proline configurations for each of the subP conformations.

Table 2. Proline Peptide Bond Configurations in Each Conformer of [subP+3H]³⁺

<table>
<thead>
<tr>
<th>[subP+3H]³⁺ conformer⁴</th>
<th>Pro²</th>
<th>Pro⁴</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>trans</td>
<td>trans</td>
</tr>
<tr>
<td>C₁</td>
<td>cis</td>
<td>cis</td>
</tr>
<tr>
<td>C₂</td>
<td>cis</td>
<td>cis</td>
</tr>
<tr>
<td>B*</td>
<td>trans</td>
<td>cis</td>
</tr>
<tr>
<td>B</td>
<td>trans</td>
<td>trans</td>
</tr>
</tbody>
</table>

⁴Conformations A, C₁, C₂, B*, and B correspond to populations of ions from the ion mobility distribution of [subP+3H]³⁺ ions electrosprayed from a solution of 1-propanol
The activation energies in Table 1 for transitions between structures and fragmentation of each selected structure (with the exception of B*) can be used to construct the semi-quantitative potential energy diagram shown in Figure 7. The energy level for each conformer (except for B*) could be positioned by using the fragmentation patterns or thresholds for structural transitions between states. Thus, there are several ways to produce this diagram. We show only one, which arises as follows. In Figure 7, we define the energy of each state with respect to conformer B, and the energy of the fragments is shown at the top of the diagram, which includes experimentally determined cis- and trans-configurational assignments of each Pro residue for each structure.
because it is most stable. The difference between fragmentation thresholds for A and B (Table 1) places A at 8 ± 5 kJ mol⁻¹. The threshold for the A → B transition is 42 ± 1 kJ mol⁻¹, or 50 ± 5 kJ mol⁻¹ higher than B. Similarly, from the experimental thresholds required to form conformer B, we determine the relative energies of C₁, C₂, and B* to be 8 ± 5 kJ mol⁻¹, 12 ± 6 kJ mol⁻¹, and 3 ± 5 kJ mol⁻¹, respectively. The barriers associated with the remaining transitions are taken from the thresholds for each transition that are given in Table 1: 38 ± 6 kJ mol⁻¹ for the C₁ → A transition, 41 ± 8 kJ mol⁻¹ for C₂ → A, and 41 ± 6 kJ mol⁻¹ for C₂ → B as well as B* → A. The threshold for fragmenting conformer B, 79 ± 4 kJ mol⁻¹, is also shown.

A cross check of the energies associated with the C₁ and C₂ conformers can be made by comparing the fragmentation thresholds that are predicted from this energy diagram (that are referenced to the barrier for making B) to the thresholds that we measure experimentally. The diagram predicts fragmentation thresholds of 71 ± 6 kJ mol⁻¹ and 67 ± 7 kJ mol⁻¹ for C₁ and C₂, respectively. Experimentally, we find a fragmentation threshold of 76 ± 4 kJ mol⁻¹ for C₁, in agreement with the values calculated from barriers for structural transitions. The experimental threshold for fragmentation of C₂ is 75 ± 4 kJ mol⁻¹. While the threshold for C₂ calculated from Figure 7 is 8 kJ mol⁻¹ lower than measured experimentally, we note that within the combined uncertainties, they are in agreement. This agreement provides a cross check of the barrier heights for structural transitions. If there was a significant kinetic shift associated with forming B, then the calculated fragmentation threshold for C₂ would be significantly higher than was measured experimentally.

Comparisons of Structures and Stabilities, Structural Transitions, and Fragments for Gas-Phase, Solution-Phase, and Enzyme-Bound subP

The data presented above provide an opportunity to compare structural transitions across a range of environments. Proline-containing peptides have been studied extensively because cis/trans-isomers introduce a significant structural heterogeneity [53–55]. A number of endo- and exo-peptidases are proline specific [75]. Dipeptidyl peptidase IV (DPP IV) is especially relevant to the work presented here as it targets peptides containing trans-configured penultimate proline motifs and catalyzes the elimination Xxx-Pro dipeptides [39]. Without enzymes, in solution (ethanol), only the cis-configured Pro² can eliminate DKP [38, 74]. The rate-limiting trans → cis isomerization for subP reported by Conant et al. has a free-energy barrier of 88 ± 6 kJ mol⁻¹. Based on their findings, Conant speculated that one biological role of DPP IV may be to favor formation of dipeptides rather than DKP products, which avoids the bioactivity of DKP [76]. In the gas phase, the Pro² trans-configuration of the B state of subP is energetically favored. This configuration cannot eliminate DKP, and unlike enzymatic processing to form dipeptides, upon activation, we observe elimination of ammonia and fragmentation at the C-terminal end of the peptide to produce the b₁₀²⁺. Thus, activation of the gas-phase ions leads to fragments that are not observed in solution or upon enzymatic digestion. And, the solution and enzymatic fragments are not accessible in the gas phase.

One final note involves the irreversible nature of the trans-Pro → cis-Pro transitions in the gas phase. Our results indicate that a large entropic barrier prohibits this process. And, we know that from our solution studies that trans-Pro → cis-Pro transitions are observed prior to DKP formation. This implies that addition of ethanol increases the accessibility of the trans-Pro² → cis-Pro² transition state. While this might be so, we note that in ethanol, Conant reports a value of ΔH = 41 ± 5 kJ mol⁻¹ and ΔS = −157 ± 12 J mol⁻¹ K⁻¹ for this transition. That is, this transition is extremely difficult to reach in solution as well. It is perhaps no surprise that in most biological systems, the trans-configuration of proline is heavily favored.

Conclusions

IMS-CA-IMS-MS techniques were used to characterize five conformations of [subP+3H]³⁺. There is evidence that all five structures are produced during the electrospray droplet-drying process. One is the lowest energy gas-phase structure B, and the other four are kinetically trapped conformations that can be converted to B by collisional activation in the gas phase. Each transition of the kinetically trapped structures was found to be irreversible. This indicates that solvent is required to approach key transition states in reverse. A semi-quantitative potential energy diagram is derived from threshold activation voltages that are calibrated as described in the text. The cis/trans-isomerization of Pro² and Pro⁴ residues in subP has a significant influence on [subP+3H]³⁺ conformations and plays a key role in many of the transitions observed. Comparisons of structural changes and dissociation patterns in the gas phase to those from solution show that solvent plays a key role in regulating conformations in solution.
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