The Repatterning of Eukaryotic Genomes by Random Genetic Drift
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Abstract
Recent observations on rates of mutation, recombination, and random genetic drift highlight the dramatic ways in which fundamental evolutionary processes vary across the divide between unicellular microbes and multicellular eukaryotes. Moreover, population-genetic theory suggests that the range of variation in these parameters is sufficient to explain the evolutionary diversification of many aspects of genome size and gene structure found among phylogenetic lineages. Most notably, large eukaryotic organisms that experience elevated magnitudes of random genetic drift are susceptible to the passive accumulation of mutationally hazardous DNA that would otherwise be eliminated by efficient selection. Substantial evidence also suggests that variation in the population-genetic environment influences patterns of protein evolution, with the emergence of certain kinds of amino-acid substitutions and protein-protein complexes only being possible in populations with relatively small effective sizes. These observations imply that the ultimate origins of many of the major genomic and proteomic disparities between prokaryotes and eukaryotes and among eukaryotic lineages have been molded as much by intrinsic variation in the genetic and cellular features of species as by external ecological forces.
INTRODUCTION

It is generally acknowledged that the biological world was entirely prokaryotic 3 billion years ago, and that by ~2.5 billion years ago, a key lineage had emerged that eventually gave rise to all of today’s eukaryotes. Although prokaryotes are the evolutionary cradle of metabolic diversity and still dominate the earth numerically, the emergence of eukaryotes initiated an enormous radiation of morphological diversity. The factors responsible for this diversification and the degree to which natural selection played a role remain unclear.

Based on the attributes shared across the entire eukaryotic domain, we can be reasonably certain that the ancestral eukaryotic cell harbored a complex genome and a complex internal structure (47, 65, 83), and it is tempting to further assume that the emergence of internal membrane-bound structures was a necessary precursor to the evolution of diverse external morphologies (50). However, although cellular features comprise the physical substrate upon which natural selection operates, intrinsic processes operating at the population-genetic level dictate the types of paths that are open or closed to evolutionary exploration within different phylogenetic lineages. Here, we review the evidence that alterations in the population-genetic environment played a central and possibly definitive role in establishing the unique types of evolutionary trajectories taken by various eukaryotic lineages at the genomic and proteomic levels.

As the subject material is broad, we will restrict our attention to three fundamental issues. First, we will examine the general phylogenetic patterns of the three main non-adaptive features of the population-genetic environment—random genetic drift, recombination, and mutation—as the relative powers of these forces define the types of evolutionary changes that are possible in various contexts. Second, we will review the broad set of observations on eukaryotic genome structure that have emerged via the field of comparative genomics. With considerably more data than were available in the past, this overview will clearly establish the general boundaries of the overall genome-architectural landscape within which eukaryotic lineages have wandered over evolutionary time. Third, having established the central role that random genetic drift and mutation have played in the diversification of genome structure, we will move to the next rung of the ladder in biological organization, the nature of the proteome, providing suggestive arguments that alterations in the nonadaptive forces of evolution in the eukaryotic domain are of sufficient magnitude to influence the ways in which protein evolution proceeds. New advances in population-genetic theory in this area provide a potential resource for understanding how complex cellular adaptations may have evolved in the ancestral eukaryote.

THE POPULATION-GENETIC ENVIRONMENT

Although natural selection plays an essential role in molding organismal diversity in ways that ensure population survival, the stochastic nature of the processes of random genetic drift, recombination, and mutation makes it impossible to precisely predict the genomic or phenotypic responses that will be elicited by any specific selective challenge. However, two things are clear. First, evolution follows the dictates of Darwin’s “descent with modification”—natural selection operates on standing variation, with the new variants that arise by mutation and recombination being defined by the preexisting resources. Second, the ability of natural selection to promote beneficial mutations and eradicate deleterious mutations depends on the intensity of selection at the gene level relative to the power of random genetic drift. If the magnitude of drift exceeds the power of selection, adaptations that would otherwise go forward cannot be actively promoted, whereas degenerative mutations with sufficiently mild effects will accumulate. Although the latter effect can lead to extinction of a sufficiently small population (73, 74), it can also promote novel paths of evolution as initially deleterious
mutations that passively emerge at the DNA level are secondarily modified into new adaptive forms. Here, we briefly review how the magnitudes of the three major features of the population-genetic environment scale across the tree of life.

Random Genetic Drift

Random sampling of the gene pool from generation to generation is a ubiquitous source of evolutionary stochasticity. The magnitude of drift is generally defined by the inverse of the effective number of gametes sampled per generation—2\(N_e\) in a diploid species, where \(N_e\) is the effective population size (15). Although \(N_e\) is generally expected to increase with the absolute number of reproductive adults in a species (\(N\)), many additional factors influence patterns of gene transmission across generations. Most aspects of population structure, such as uneven sex ratios, variation in family size, nonrandom mating, and localized inbreeding, result in nonrandom representation of genomes across generations, guaranteeing that \(N_e < N\)—i.e., that fluctuations of allele frequencies across generations will be much larger than expected were gametes to be sampled equally from \(N\) parents.

However, of at least equal importance is the fact that the physical structure of the genome ensures that \(N_e\) will be further depressed below the expectation based on gamete sampling. This is because the fates of nucleotides at a specific genomic site are determined by selection operating not just on that site, but also on all linked sites under selection. As a consequence, the direct effects of some deleterious mutations can be partially masked by fortuitous linkage to beneficial mutations and also by the simultaneous presence of competing deleterious mutations in other individuals. In the extreme case of an obligately asexual species, \(N_e\) is not much more than the number of individuals in the highest fitness class of the population, as essentially all other individuals represent the “living dead” who will leave no long-term descendants (29). Likewise, the ability of selection to promote new adaptive mutations is reduced by linkage, as favorable (nonallelic) mutations arising on homologous chromosomes cannot be simultaneously fixed unless recombination occurs between the two sites. These interference effects from linkage are expected to increase with increasing \(N\), as a larger number of mutational targets enhances the likelihood of simultaneous segregation of multiple mutations (28). Consequently, the relationship between \(N_e\) and \(N\) is almost certainly nonlinear, with the response of \(N_e\) to \(N\) becoming shallower (and perhaps even leveling off) at very large \(N\), as the quantitative consequences of linkage (draft) overtake the magnitude of drift associated with gamete sampling. The net effect of these complexities is that \(1/(2N_e)\) should be viewed simply as a composite summary measure of the long-term consequences of all sources of transmission stochasticity, including those caused by linkage, mating-system variation, etc.

In principle, \(N_e\) can be estimated directly by monitoring the variance of allele-frequency change across generations, as this has an expected value \(p(1 − p)/(2N_e)\), where \(p\) is the initial allele frequency (88, 106). However, as the expected change in allele frequency is extremely small unless \(N_e\) is tiny, this approach is notoriously difficult to apply because errors in estimating \(p\) will overwhelm the true change unless the sample size is enormous. As a consequence, most attempts to estimate \(N_e\) have taken a circuitous route, the most popular being indirect inference from observations on levels of within-population variation at nucleotide sites assumed to be neutral. The logic underlying this approach is that if \(u\) is the rate of base-substitution mutation per generation for the sites under consideration, and \(N_e\) is roughly constant, an equilibrium level of variation will be reached at which the input via mutation, \(2u\), is matched by the fractional loss via drift/draft, \(1/(2N_e)\). At this point, the level of nucleotide heterozygosity is approximately equal to the ratio of these two forces, \(4N_eu\) for a diploid (\(2N_eu\) for haploids), provided the observed heterozygosity \(< 1\), which is almost always the case. The obvious limitation of this estimator is that it is
not simply a function of $N_e$, but also depends on $u$. On the other hand, as will be noted below, a central parameter in many areas of genome evolution is the ratio of the magnitudes of mutation and drift, $u/[1/(2N_e)] = 2N_e u$, so this composite population-genetic estimator is in fact of great utility (65).

After factoring out the contribution from mutation (below), standing levels of variation at silent sites imply $N_e \approx 10^5$ for vertebrates, $\sim 10^6$ for invertebrates and land plants, $\sim 10^7$ for unicellular eukaryotes (and fungi), and $>10^8$ for free-living prokaryotes (66). Although crude, these estimates imply that the power of drift is substantially elevated in eukaryotes—e.g., at least three orders of magnitude in large multicellular species relative to prokaryotes. It is also clear that the genetic effective sizes of populations are generally very far below actual population sizes.

**Mutation**

Although mutation rates have historically been estimated by indirect methods such as reporter constructs and phylogenetic analysis, the recent application of high-throughput sequencing methods to long-term mutation-accumulation lines has yielded highly refined genome-wide estimates of the mutation rate in several model systems (66). The results indicate a clear increase in the mutation rate with increasing genome size and organism complexity, from an average $<10^{-9}$ base substitutions per site per generation in prokaryotes to $>10^{-8}$ in mammals, with invertebrates and land plants exhibiting intermediate values. Results from in vitro assays of replicative polymerases and the mismatch-repair enzymes suggest that these modifications are due, at least in part, to variation in the efficiency of the replication/repair machinery (69), although multicellular species may also be capable of minimizing germline mutation rates per cell division by maintaining a relatively nonmutagenic environment in such cell lineages.

When combined with the above-noted estimates of standing variation on silent-site heterozygosity, these direct observations further imply an inverse relationship between the mutation rate and $N_e$ in accordance with the drift-barrier hypothesis for mutation-rate evolution (66, 69). The mechanistic underpinnings of this hypothesis are derived from two generalities. First, owing to the predominance of deleterious mutations, selection generally operates to reduce the mutation rate. Second, selection on the mutation rate is a second-order effect, in that the magnitude of selection against a weak mutator allele is a function of the excess number of deleterious mutations that it promotes and remains in linkage disequilibrium with. In sexually reproducing species, the association with unlinked mutations will be eliminated in just two generations on average, whereas mutators in asexual populations acquire a higher load, as associations with mutations are retained indefinitely unless removed by the slower action of selection. The net consequence of these effects is that the selective advantage of an antimutator allele is generally on the order of the reduction in the genome-wide deleterious-mutation rate in asexual populations and $s$ times that in sexual populations (18, 41, 45), where $s$ is the average selective disadvantage of a deleterious mutation [which is typically on the order of $0.001$ to $0.01$ (78)].

From these observations, it can be concluded that because genome-wide deleterious-mutation rates are typically on the order of $0.01$ to $1.0$ (78) and are undoubtedly influenced by many dozens of loci, most single-amino-acid substitutions in replication/repair loci will have very small selective consequences. Once the mutation rate has been driven down to the level at which the improvement of fitness by antimutators is typically less than the magnitude of drift, $\sim 1/(2N_e)$, the lower bound to the mutation rate has been reached. Thus, the increase in the per-generation mutation rate in eukaryotes relative to prokaryotes, and in multicellular species in particular, is likely to be a simple pathological consequence of a reduction in $N_e$, and not an outcome of selection to improve the long-term evolvability of such taxa.
Recombination

As in the case of the mutation rate, there is a strong association between recombination rates and effective population sizes, although in this case the causal effect is indirect. As will be discussed below, eukaryotic genome sizes substantially increase in response to declining $N_e$, but such expansions are generally a consequence of increases in chromosome size rather than chromosome number. Thus, as a consequence of a nearly invariant feature of meiosis—the occurrence of approximately one crossover event per chromosome arm per meiotic event—the average rate of recombination per unit of physical distance exhibits a strong inverse relationship with genome size (Figure 1). Most of the remaining noise around this relationship is due to variation in haploid chromosome number ($C$), with the average amount of recombination per unit of physical distance on chromosomes being closely approximated by $2C/G$ for sexually reproducing eukaryotes, where $G$ is the haploid genome size.

Although this pronounced pattern broadly defines the average levels of recombinational activity across the eukaryotic tree of life, it is also true that considerable variation exists in local rates of recombination within chromosomes and within and among individuals (20, 90). Nonetheless, although recombination hot spots are common (7, 38), they appear to be transient phylogenetically, and the evidence suggests that recombination-rate variation may be largely a function of neutral processes (19). Indeed, recombination hot spots are expected to be self-destructive, as they are typically converted by their less recombinogenic allelic partners during gene conversion events (86).

Thus, although considerable theoretical effort has been addressed toward understanding the role of adaptation in promoting recombination-rate modifiers (6, 33, 43), the bulk of the evidence suggests that recombination rates per meiotic event are not fine-tuned by natural selection. If anything, given the conserved deployment of just one to two crossover events per chromosome across the entire eukaryotic domain, selection appears to minimize genetic exchange within chromosomes, perhaps to minimize the damage that can accompany double-strand breaks. The simplest ways to modify global recombination rates are then to either alter the numbers of chromosomes (for which there is no phylogenetic pattern) or restrict the frequency of meiosis (in species capable of alternating episodes of sexual and asexual propagation).

The net result of the per-site recombination rate declining and the mutation rate increasing with genome size is that the ratio of rates of recombination to mutation per nucleotide site increases from $\sim 1.0$ in multicellular species to $>100$ in unicellular eukaryotes (65). However, the quantitative consequences of these differences in recombinational activity for genome evolution are not entirely clear. Because the large genomes of multicellular eukaryotes often contain $>90\%$ noncoding DNA with unknown (and in many cases,
probably nonexistent) functions, it is likely that the disparity in rates of recombination between selected sites is less than that suggested above, owing to the greater dispersion of such sites in species with greater abundance of spacer DNA.

**GENOME ARCHITECTURE AND GENE-STRUCTURAL COMPLEXITY**

The observations outlined in the preceding paragraphs clearly indicate that the evolution of eukaryotes was accompanied by the emergence of major differences in the population-genetic environment, with species in multicellular lineages exhibiting extreme lows for the power of recombination and extreme highs in the rates of mutation and magnitude of random genetic drift. Together, these changes produce a synergistic combination of conditions that increase the likelihood of mildly deleterious mutation accumulation while reducing the ability of selection to promote beneficial mutations with small advantages. The original argument that the consequences of such a syndrome are reflected on a genome-wide scale in a fairly regular way across the entire tree of life was based on a relatively small number of taxa (72), but it is now possible to expand this earlier survey to ~150 eukaryotic species (Figure 2).

As genome sizes increase from ~1 Mb in the smallest eukaryotes to >10 Gb in the largest, the most pronounced change is a progressive increase in the contribution of noncoding DNA. This pattern is common to all forms of noncoding sequence, from the three main classes of mobile elements to introns to pseudogene-associated sequences. Variation exists in the average positioning of major phylogenetic groups on an axis of genome size, but there is...
an overall continuity of scaling between groups such that the content of a large fungal genome approximates that of an invertebrate genome of comparable size, etc. This general syndrome of genomic bloating, operating in parallel across eukaryotic lineages, is thought to be a consequence of the reduced efficiency of selection opposing the accumulation of excess DNA in taxa with reduced \( N_e \) and a mutational bias toward insertions of large segments of DNA (62, 65).

The underlying premise of this hypothesis is that essentially all forms of excess DNA are mutationally hazardous. For example, the addition of every intron to a gene imposes a constraint on \( \sim 30 \) nucleotides of gene sequence required for proper recognition by the spliceosome (67). The expanded 5′ untranslated regions of eukaryotic genes serve as mutational substrate for the origin of premature translation-initiation codons, which typically result in defective transcripts (77). In addition, although completely nonfunctional intergenic DNA cannot suffer from a loss-of-function mutation, it can incur mutations that cause adjacent genes to turn on at inappropriate times or places (27, 32).

As will be described below, the mutational-hazard hypothesis provides a unifying explanatory framework for a broad array of previously disconnected observations on genome size and gene structure. A few other hypotheses have been proposed as explanations for variation in genome size, but these have no obvious connection to the issue of gene-structural evolution, other functional aspects) is defined by the standard diffusion approximation of Kimura (44), 
\[
2s/(1 - e^{-4N_e\nu}),
\]
with the selective disadvantage being set equal to \( s = -nu \) (61). The quantity \( 4N_e\nu \) is equivalent to the ratio of the relative strength of selection, \( s \), and drift, \( 1/(2N_e) \).

From a quite different perspective, Hessen et al. (34) have suggested that patterns of nutrient limitation in various lineages select for alternative strategies for investing in DNA versus RNA, most notably the reallocation of nitrogen and phosphorus from the genome to ribosomes in rapidly growing species. However, as noted by Vieira-Silva et al. (105; see also 35), there is no relationship between genome size and cell growth rates across a wide range of prokaryotes, and through increases in the numbers of origins of replication, large genomes can come to replicate just as rapidly as small genomes (65). Thus, there is no evidence that genome sizes are constrained by energetic or time constraints (with viruses being a possible exception).

One of the primary predictions of the mutational-hazard hypothesis is that the susceptibility of a genome to the accumulation of excess DNA is a function of the ratio of the power of mutation to drift (65). Consider a modification to a gene’s structure that increases the susceptibility to degenerative mutations. If such an embellishment increases the mutational target size by \( n \) nucleotides (e.g., as noted above, \( n \approx 30 \) in the case of introns), and the mutation rate per site is \( u \), a new allele carrying such a change will experience an excess rate of degradation to defective alleles equal to \( nu \). This differential susceptibility to mutation operates exactly like selection, in that the probability of fixation of a structurally modified allele (assuming no change in the protein sequence or other functional aspects) is defined by the standard diffusion approximation of Kimura (44), 
\[
2s/(1 - e^{-4N_e\nu}),
\]
with the selective disadvantage being set equal to \( s = -nu \) (61). The quantity \( 4N_e\nu \) is equivalent to the ratio of the relative strength of selection, \( s \), and drift, \( 1/(2N_e) \). If \( 4N_e\nu \) is comparable to the strength of selection, the probability of fixation of a deleterious allele is closely
approximated by the initial frequency 1/(2N_e), whereas if 4N_eu ≫ 1, selection dominates, and the probability of fixation of a deleterious allele asymptotically approaches zero.

Thus, the likelihood of a mutationally hazardous modification fixing depends critically on whether the composite quantity 4N_eu is greater or less than 1. Rewriting the latter on whether the composite quantity 4N_eu is greater or less than 1. Rewriting the latter on whether 4N_eu ≪ 1, selection dominates, and the probability of fixation of a deleterious allele asymptotically approaches zero. Rewriting the latter on whether 4N_eu ≫ 1, selection dominates, and the probability of fixation of a deleterious allele asymptotically approaches zero.

The plausibility of the mutational-hazard hypothesis derives from the fact that the mutation rate per nucleotide site is ~1.3 × 10^-8 per generation (67), the selective disadvantage (μu) of a newly arisen intron-containing allele in the human lineage is then ~4 × 10^-7. Because the basic splicing machinery is fairly conserved across all eukaryotes, this cost is likely to be quite general over all lineages (with the caveat that mutation-rate differences must be accounted for, yielding a lower value of μu for unicellular species). Thus, as a first-order approximation, N_e in excess of 10^6 is required for selection to be effective at preventing the fixation of a new intron-containing allele in a multicellular eukaryote (assuming no additional costs associated with the intron). As noted above, the effective population sizes of most land plants and animals are near or well below this threshold, whereas estimates of N_e for unicellular eukaryotes are in the vicinity of the threshold and may often exceed it. Thus, the association of the position of the threshold behavior for average intron investment with unicellular lineages (Figure 2) is consistent with theoretical expectations.

The scatter around the general gradients observed in Figure 2 is entirely expected, as species near the threshold can be expected to wander in both directions over evolutionary time, and genome size cannot respond instantaneously to such changes. For example, because many mechanisms exist for both the gain and loss of excess DNA, the mutational-hazard hypothesis implies that if N_e were to expand after a sufficiently prolonged earlier pattern of lower N_e, all aspects of genome architecture should undergo a gradual modification in response to the change in the population-genetic environment. A most pronounced example of such behavior is observed in the age-distributional patterns for a variety of insertions in mammalian genomes (97). Long terminal repeat (LTR) retrotransposons can be aged from the divergence of their terminal sequences, which are identical at the time of birth of a new element, and the times of origin of insertions such as processed pseudogenes and fragments of nuclear insertions of mitochondrial DNA (numts) can be estimated by reference to their native gene sources. In a wide variety of
invertebrates, land plants, and unicellular eukaryotes, the age distributions of such insertions exhibit negative-exponential forms, consistent with a long-term steady-state birth/death process (65). However, mammalian genomes exhibit dramatic age-distributional bulges for a wide variety of insertion types, which can only be explained by recent increases in loss rates and/or recent decreases in insertion rates of such elements.

There are three remarkable features of the mammalian data. First, the peaks of the age distributions of inserts occur at roughly comparable times, ∼35–60 Mya, across a wide array of mammalian orders. Thus, because the orders of mammals began to diverge ∼100 Mya (113), these changes represent a dramatic example of parallel genomic evolution. Second, the dates of the recent declines in the age distributions of inserts vary among different types of inserts, with peaks appearing ∼60 Mya for pseudogenes, 30 Mya for LTR retrotransposons, and 20 Mya for numts. Third, extrapolation from the age distributions of inserts implies that mammalian genome sizes prior to 60 Mya were approximately double those in modern-day species, and that today’s genomes are still in a contraction phase—i.e., have not reached equilibrium.

Our interpretation of these results is that the extinction of the dinosaurs at the K-T boundary (∼65 Mya) facilitated global expansions of the effective population sizes of most mammalian lineages, thereby reducing the influence of genetic drift and increasing the efficiency of selection against weakly disadvantageous inserts. (Notably, the platypus, the ancestors of which may never have experienced a pronounced population-size expansion, is the only mammal for which a phase of genomic contraction is not obvious.) Although a gradual increase in \( N_e \) would be expected to influence the demography of all forms of genomic insertions, the types to respond first would be those with the most mutationally harmful effects, which would imply a ranking of average deleterious effects with pseudogenes > LTR retrotransposons > numts. Finally, if correct, the population-size expansion hypothesis should have implications for all other aspects of mammalian genome evolution. Thus, it is notable that although there has been a loss of GC content in mammalian genomes over time, the loss rate has more recently declined, possibly because of an increase in the effectiveness of biased gene conversion toward GC content (9). Because biased gene conversion operates like selection (87), with increased efficiency in larger populations, this interpretation, if correct, would provide independent support for increased \( N_e \) in post-K-T mammalian lineages.

These types of observations suggest several reasons for caution against relying on descriptions of one or a few genomes as evidence for or against the mutational-hazard hypothesis. First, owing to the fact that neutral mutations fix within \( 4N_e \) generations on average (46), estimates of the quantity \( 4N_e u \) are valid over no more than the past \( 4N_e \) generations, whereas the features of genomes that expand/contract in response to changes in \( N_e u \) may take much longer periods to unfold. Second, single genome sequences need not always be representative of the broader lineages from which they are derived. For example, a recent comparison of the \textit{Daphnia pulex} genome with that from other arthropods led to the conclusion that the \textit{Daphnia} lineage has experienced a substantial expansion in intron number (17). However, the clone selected for sequencing is known to be a member of an isolated lineage with very low recent \( 4N_e u \), and most of its unique introns are not even found in members of the species in other nearby populations (55). Finally, although the general syndrome of genomic bloating in response to reductions in \( 4N_e u \) appears to be widespread in eukaryotes, this pattern arises because of the predominance of large-scale insertions in eukaryotic genomes. The opposite pattern would be expected in species with a mutational bias toward deletion. Thus, it is notable that a syndrome of genome-size reduction in response to population size is observed in prokaryotes, which also exhibit a deletion bias (48).
Finally, it is worth emphasizing that the types of genomic alterations that accumulate in response to a reduction in $4N_eu$ need not be permanently deleterious, and may even lead to novel adaptations by modifying the possible pathways for descent with modification. For example, once established, introns allow the generation of multiple isoforms from identical precursor messenger RNAs (mRNAs) through alternative splicing, generating a level of diversity at the protein level that is otherwise not possible from a fixed number of genes, and also providing an additional potential layer of postranscriptional gene regulation (51, 101). However, it is still unclear what proportion of alternative splicing is functional as opposed to being an indirect artifact of imperfect splicing (92), and in yeast, most introns appear to be unnecessary for normal function (93). Even pseudogenes and transposable elements can sometimes be recycled to yield functional elements. After losing their coding capacity, pseudogenes can still function as noncoding RNAs in regulating parent-gene expression (21, 103); likewise, some transposable elements have been domesticated by their host genome, where they serve as regulatory elements (11, 94). Whether this recycling of the so-called junk DNA is more the rule than the exception is still unclear, but the examples cited above illustrate the fact that evolution is an opportunistic process that can sometimes take advantage of an unfavorable situation.

PROTEIN STRUCTURE AND COMPLEX CELLULAR ADAPTATIONS

The preceding overview provides ample evidence that many aspects of gene structure respond in dramatic fashion to changes in the population-genetic environment. A key remaining question is whether the principles suggested for the proliferation of genomic modifications in response to reductions in $4N_eu$ can be extended to observations at the protein and/or cellular levels. If this were the case, then the possibility exists that the very nature of the eukaryotic cell has been molded, at least in part, by historical aspects of the rates of drift, mutation, and recombination, rather than being exclusively a product of external ecological challenges (30, 63–65, 82, 102).

Drift, Mutation, and the Modification of Protein Features

In the spirit of encouraging future research in this direction, we close with a consideration of the potential influence of drift and mutation on the evolution of various features of the protein repertoire of species. Some aspects of the mutational-hazard theory readily extend to this level. First, alternative forms of protein architecture will be underlain by gene structures that naturally impose different levels of vulnerability to deleterious mutations, and when the fitness-related consequences are sufficiently small relative to the magnitude of genetic drift, mutational pressure in the direction of more precarious protein structures will eventually drive the latter to fixation. Second, once established, modified protein structures may be exploited secondarily as substrates for novel pathways of adaptive evolution.

What are the population-genetic mechanisms by which these types of changes in protein sequences come about? The simplest way to consider how the pace of adaptive evolution might be altered by changes in $N_e$ involves the potential fates of unconditionally beneficial single-site amino-acid alterations. Assuming an ideal random-mating population and letting $u_b$ denote the rate of mutation to advantageous amino-acid substitutions, because the rate of input of mutations at the population level is $2N_eu_b$ and the probability of fixation of strongly beneficial mutations [defined as $4N_es \gg 1$, where $s$ is the selective advantage in heterozygotes (44)] is $\sim 2s$, the rate of fixation of such mutations at the population level is $\sim 4N_es$. Taken at face value, this expression suggests that the rate of adaptation will increase with population size. However, this is only strictly true if $N_e$ and $u_b$ are independent. Because the mutation rate declines as $\sim N_e^{-0.6}$ (66), the overall scaling of the
rate of adaptation under this simple model is actually $\sim N_e^{0.4}$, a much more gradual response to population-size increase. However, this scaling can also be misleading, as it refers to the rate of adaptation on a per-generation basis. Small organisms with large $N_e$ have reduced generation times relative to large multicellular species with small $N_e$, with an approximate scaling of $N_e^{-0.8}$ (68), which implies a rate of adaptation on an absolute timescale roughly proportional to $N_e^{1.2}$. Given that the window of beneficial mutations subject to positive selection ($4N_e s \gg 1$) must increase with $N_e$, the opportunity for adaptive evolution on an absolute timescale via mutations with additive effects clearly increases with the effective population size.

In contrast, letting $u_d$ denote the rate of production of deleterious mutations having neutral population dynamics ($14N_e s^2 \ll 1$), $2N_e u_d$ such mutations enter the population per generation and fix with probability $1/(2N_e)$, yielding an overall rate of fixation of very mildly deleterious mutations equal to $u_d$ per generation. We are then left with the issue of how $u_d$ scales with population size. Considering the negative scaling of the overall mutation rate with population size, $N_e^{-0.6}$, along with the conversion to absolute time (using $N_e^{0.8}$), the scaling of the absolute-time rate of accumulation of effectively neutral but deleterious mutations, $N_e^{-0.2}$, is nearly independent of $N_e$. However, these considerations do not take into account the fact that the distribution of deleterious mutations is strongly biased toward very small effects (4, 23, 58), which will cause a rapid increase in the pool of effectively neutral (but absolutely deleterious) mutations as $N_e$ declines. Thus, there seems little question that the rate of fixation of mildly deleterious mutations increases with population-size reductions.

The evidence that the routes taken in protein evolution are influenced by the magnitude of random genetic drift is manifest. For example, bacteria that have relinquished a free-living form in favor of an endosymbiotic or pathogenic lifestyle occupy an environment that encourages reductions in $N_e$, and this is often reflected in losses of adaptive codon bias, increased accumulation of mildly deleterious amino-acid substitutions, elevated expression of molecular chaperones to accommodate protein-folding defects, and (in some cases) massive release of mobile-element activity and inactivation of entire genes (8, 12, 24, 84, 85, 107, 111). Species that have abandoned sexual reproduction and consequently experienced elevated levels of genetic drift accumulate an excess of mildly deleterious amino-acid substitutions (5, 40, 89, 91). Similar observations have been made with respect to island species experiencing increased levels of drift due to population-size reductions (39, 52, 114), and even isolated populations of free-living bacteria may be vulnerable to excess deleterious-mutation accumulation (22). Finally, non-recombining organelle genomes exhibit elevated rates of accumulation of mildly deleterious amino-acid alterations (59, 60, 71), as do non-recombining sex chromosomes (2, 3, 42, 80).

**The Emergence of Protein Complexes**

Mutations with mild enough deleterious effects to drift to fixation are unlikely to qualitatively alter the functional core of a protein and instead may have smaller, superficial effects. For example, although optimally constructed proteins typically fold into forms that protect backbone hydrogen bonds from interactions with surrounding water molecules, many kinds of amino-acid substitutions can compromise such features, resulting in adhesive surface patches (26). A comprehensive study of a set of >100 protein orthologs with known structures revealed a gradient in the average level of exposure of backbone hydrogen bonds, with an $\sim 50\%$ increase from prokaryotes to unicellular eukaryotes to invertebrates and land plants to vertebrates (25). This is the same ordering noted above for the expansion of genome size and gene-structural complexity, providing suggestive evidence that the shift in population-genetic environment across these domains of life has repercussions that extend to the protein level.
Although excessive deleterious-mutation accumulation can lead to population extinction, by altering the structure of proteins, mildly detrimental mutations of this sort may also provide an opportunity for the emergence of compensatory mutations that alleviate such effects and may even open up previously inaccessible paths to adaptive evolution. Most notably, the widespread expansion of the average protein adhesiveness with a reduction in $N_e$ suggests the possibility that the shift toward higher levels of drift in eukaryotes, particularly in multicellular species, indirectly promotes an intracellular environment conducive to the evolution of protein-protein interactions. For example, although the overall consequences of mild surface defects can be mitigated by compensatory mutations at the same locus, an alternative scenario is the development of a consortium with another potentially interacting protein in a way that hides the surface defect(s) of one or both members—e.g., modification of a monomeric protein into one that can participate in a multimeric assemblage.

Protein complexes are extraordinarily common. Of the thousands of proteins whose structures have been recorded in the PDB (Protein Data Bank), $\sim 40\%$ are thought to function as multimers (Figure 3). A number of biases may present themselves in such a survey, but taken at face value the data suggest that, relative to homomers (where different subunits are derived from the same locus), heteromers (subunits derived from distinct loci) are nearly three times more common in vertebrates than in unicellular microbes. Many potential advantages of protein-complex formation can be envisioned, including increased structural size and diversity, reduced problems of folding single large proteins, and increased flexibility for allosteric regulation and protein activation (81). However, if protein complexes are generally advantageous, we must explain (a) why multimers are approximately equally frequent across all domains of life, and (b) why heteromers are so much more abundant in taxa that are expected to be less efficient at promoting positively selected mutations.

![Figure 3](#)

The distribution of protein-complex types into three broad taxonomic assemblages. Relative frequencies of the three main classes of protein structures were obtained from data deposited in 3D Complex.org v2.0 (53, 54), based primarily on taxa for which at least 20 records were available. Sample sizes are 3,545, 628, and 4,125 for eubacteria, unicellular eukaryotes, and vertebrates, respectively.

A potentially relevant point is that proteins with oligomerization potential can also be costly, providing the substrate for well-known human disorders involving inappropriate protein aggregates (e.g., Alzheimer’s and Parkinson’s diseases) (16), and more generally encouraging deleterious promiscuous protein-protein interactions when overexpressed (99, 104). This fine line between adaptive complexity and pathology encourages the hypothesis that the evolutionary roots of numerous protein-protein interactions may simply reside in their initial roles as compensating mechanisms for mild structural defects of monomeric proteins (25).

As in the case of the expansion of gene-structural complexity via the passive accumulation of introns, elongation of untranslated regions, etc., once a protein complex becomes established by nonadaptive mechanisms, the novel architecture may serve as the substrate for the origin of more complex cellular adaptations. In accordance with this view, substantial evidence suggests that homodimeric forms often serve as launching pads for the
evolutionary transition to more complex multimeric architectures via gene duplication and divergence of subunits (37, 95, 96). Specific examples of particularly complex traits include the flagellum (56), the nuclear pore complex (1), the spliceosome (98), the proteasome (36), and nucleosomes (79).

A pre-condition for the coevolutionary origin and refinement of components of a molecular interaction is colocalization of the interacting partners (49). Combined with subcellular localization of mRNAs and proteins, enhanced protein adhesiveness provides a simple starting point for such interaction. However, the opportunity for an advantageous molecular interaction need not be sufficient for its evolutionary advancement. For example, the intermediate states between one end point and another can be maladaptive, recombination can sometimes break up adaptive combinations of mutations more rapidly than they are advanced by selection, etc. Thus, to understand the conditions under which complex adaptations (requiring more than one mutation to elicit an improvement) are most likely to be promoted, we must turn to recent advances in population-genetic theory (68, 70, 108, 109). Although the work in this area is quite technical, some generalities of relevance to the current discussion can be made.

Consider the situation in which two mutations are required for the emergence of a stable complex interface, with each single-step mutation being deleterious. For example, a pair of amino-acid residues might need to be modified to produce an Arg-Asp or Glu-Lys ionic-pair or salt-bridge interaction. If \( N_c \) is small, the population will evolve via sequential fixation, with the fixation of the initially deleterious state occurring before the secondary mutation appears. However, if the population size is sufficiently large that more than one single-site mutation arises per generation, the single-site (maladaptive) mutations will always be present at a selection-mutation balance frequency of \( \sim u_b/\delta \), where \( u_b \) is the total mutation rate to first-step alleles and \( \delta \) is the selective disadvantage of such alleles in heterozygotes. The effective number of such alleles in a diploid population at any time is then \( \sim 2N_e u_b/\delta \). Because each such allele provides the potential substrate for the origin of an adaptive second-step mutation, which upon appearance will then have a probability of fixation of \( \sim 2\nu \), the rate of establishment of the two-site adaptation is \( \sim 4N_e N_s u_b u_\delta/\delta \) per generation, where \( u_\delta \) is the rate of mutation of a first-step allele to an adaptive two-step allele. Again given the negative scaling of mutation rates and \( N_e \), this quantity is expected to scale as \( \sim N_e^{-0.2} \) on a per-generation basis but as \( \sim N_e^{-0.8} \) on an absolute-time basis, implying a substantial increase in the rate of establishment of such adaptations with increasing effective population size. In fact, for populations large enough that \( 4N_e N_s u_b u_\delta/\delta \) approaches 1.0, the rate of origin of haplotypes containing the adaptive complex is no longer limiting, and the time to establishment is essentially determined by the time to fixation (subsequent to origin), which is nearly independent of population size. This type of scaling with \( N_e \) does not change much with increasing complexity (i.e., increasing numbers of deleterious intermediate states) (70). Thus, population-genetic theory suggests that homomeric structures whose evolution involves intermediate deleterious states are at least as likely to arise in microbes as in multicellular species, a pattern that is in rough accordance with the similar incidence of multimers across diverse domains of life (Figure 3).

For diploid species, a key assumption underlying the scenario outlined above is that the double-mutant allele is immediately advantageous, or at least not detrimental, when heterozygous with alternative allelic forms. Should the allelic product of the double mutant form harmful complexes with products of ancestral alleles, fixation would be strongly inhibited because such alleles would not experience a net advantage until a sufficiently high frequency was reached that the benefits of homozygotes outweighed the disadvantages of heterozygotes. Thus, heterozygote disadvantage imposes a very strong barrier to fixation of alleles, even when there is strong homozygous
advantage, and the larger the population size, the lower the likelihood that such alleles will stochastically drift to a high enough frequency to vault the selection barrier.

As an example of why such issues are important, consider the domain-swapping model of Bennett et al. (10), whereby a monomeric protein is predisposed to making an evolutionary transition to a homodimeric structure by virtue of its initial structure—e.g., a monomeric subunit that folds to include an interface between two domains separated by a loop. A single large deletion within the loop would prevent the formation of an interface within a single monomeric subunit, while still allowing the swapping of complementary domains across two subunits to yield a homodimer. If, however, the short-looped protein competed with the internal binding of the long-looped version (or vice versa), harmful intermediates would be produced in heterozygotes. Although a number of plausible cases of domain-swapped homodimers have been discovered (57), the preceding arguments suggest that the establishment of such forms is most likely in populations experiencing a high magnitude of random genetic drift, or in haploid species that never experience heterozygosity.

In principle, heteromers may harbor much more potential for long-term evolutionary diversification than homomers, as the amino-acid sequences of different subunits are only free to diverge substantially when they are encoded by different loci. However, although heteromers may ultimately be required for the construction of complex cellular features, their de novo emergence from preexisting loci may be possible in only a narrow set of population-genetic environments. Perhaps the most critical issue is whether the loci involved recombine. If the loci are effectively completely linked, all of the preceding arguments apply, as the consortium of genes will behave like a single locus. However, recombination (either crossing-over within chromosomes or random segregation of different chromosomes) between loci can impose a strong barrier to the emergence of a two-locus adaptation (68, 110).

Consider again the case in which two mutations are required for a novel adaptation, one at each of two loci, with the intermediate (single-mutant) haplotypes being deleterious. Each of the single-locus mutations will then be kept at low frequency by selection-mutation balance until there is an opportunity for expansion of a double mutant. Although recombination between the alternative single-mutant haplotypes can enhance the rate of production of the adaptive combination, because the nonmutant (ancestral) haplotype will predominate in the population at the time of first appearance of the adaptive combination, almost all subsequent recombination events will convert the double mutant back to the maladapted single-mutation types. Thus, if the rate of recombination between loci exceeds the selective advantage of the double mutant, it will be essentially impossible for the adaptive complex to become established unless the power of drift is sufficiently large to allow the intermediate-state haplotypes to simply drift to high enough frequencies to overcome the recombinational barrier. This again shows that despite their potential advantages when fixed in a population, some types of protein assemblages can be strongly inhibited from establishing in populations with large \( N_e \), especially if the intermediate states are deleterious.

One final point addresses the issue of heteromeric complexes in a way that directly links to the mutational-hazard hypothesis. Should the function of a protein complex be equally accomplishable via a homomer or heteromer, then aside from the requirement for a gene duplication, development of the latter will be inhibited owing to the fact that heterodimers present double the target size for inactivating mutations. This excess cost of mutation is expected to be small, as it is equivalent to the per-locus mutation rate to defective alleles, which is sufficient only to prevent heterodimer establishment if it exceeds the power of random genetic drift (76). However, because the mutational burden of an entire gene locus is greater than that for small embellishments to a gene, as in the case of the expansion of
gene-structural complexity, the mutational burden of excess protein complexity is likely to be sufficient to inhibit the emergence of many forms of protein-protein complexes in populations of unicellular species with very large $N_e$.

**SUMMARY POINTS**

1. Although it is commonly assumed that virtually all aspects of biodiversity, including those at the genomic and subcellular levels, reflect long-term adaptive tuning to persistent ecological challenges, there is substantial empirical evidence that the three major nonadaptive forces of evolution—mutation, recombination, and random genetic drift—vary by orders of magnitude among phylogenetic lineages.

2. Recent investigations in theoretical population genetics suggest that this phylogenetic range of the population-genetic environment is sufficient to impose major differences in the pathways that are open or closed to evolutionary exploitation in microbes versus multicellular eukaryotes.

3. The mutational-hazard theory, which postulates that virtually all forms of excess DNA impose a weak mutational burden, provides a null hypothesis for interpreting patterns of genome evolution, yielding a potentially unifying explanation for the dramatic gradient in genome size and many aspects of gene-structural complexity across the tree of life. These patterns are not readily explained by alternative hypotheses that invoke DNA as an architectural feature of the cell or that postulate genomic streamlining as a mechanism for enhancing replication rates or minimizing problems with nutrient limitation.

4. Ample evidence also exists that reductions in the efficiency of selection, associated with elevated rates of random genetic drift in various eukaryotic lineages, have been sufficient to facilitate the accumulation of mildly deleterious amino-acid substitutions in proteins as well as to secondarily encourage the emergence of novel protein-protein complexes.

5. The overall interpretation of these results is that a complete understanding of patterns of variation at both the genomic and proteomic levels, and perhaps beyond, cannot be achieved with a framework that assumes natural selection to be the only relevant evolutionary force and fails to consider the unique combinations of mutation, recombination, and random genetic drift experienced by various taxa.

**FUTURE ISSUES**

1. As the principles outlined above pertain to all levels of organismal diversity, in the bottom-up approach to understanding the mechanisms of evolution, it is now time to move beyond the level of genome architecture to higher-order features such as protein structure. This will provide a natural bridge between genomic and phenotypic evolution, and hence a potential entrée into the evolution of cellular features.

2. Most previous studies of protein evolution have focused on primary sequence structure, but compelling evidence now exists that the transitions from prokaryotes to unicellular eukaryotes to multicellular species have been accompanied by changes in the general architectural features of proteins, including the evolution of multimeric structures.
3. Virtually all features of the cell are derived from protein assemblages, and it is now known that many of these originated from ancestral homomeric cores around which other components were recruited by gene duplication and divergence. Thus, general insights into how novel cellular attributes evolve are achievable if a research agenda focused on the comparative architecture of orthologous proteins across divergent taxa can be combined with population-genetic theory on the evolution of complex adaptations.
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