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The most widely used standard for mass-casualty triage, START, relies on a fixed-priority ordering among different classes of patients, and does not explicitly consider resource limitations or the changes in survival probabilities with respect to time. We construct a fluid model of patient triage in a mass-casualty incident that incorporates these factors and characterize its optimal policy. We use this characterization to obtain useful insights about the type of simple policies that have a good chance to perform well in practice, and we demonstrate how one could develop such a policy. Using a realistic simulation model and data from emergency medicine literature, we show that the policy we developed based on our fluid formulation outperforms START in all scenarios considered — sometimes substantially.

Key words: health operations, emergency response, triage

1. Introduction

Triage is the process of classifying patients according to their medical conditions and injury characteristics and then determining the order in which they will be treated or transported to a hospital. Triage is a common practice in emergency departments for daily emergencies but it is particularly important in the aftermath of a mass-casualty incident (MCI). Mass-casualty incidents such as transportation accidents and terrorist bombings may create a sudden spike in demand for the emergency response resources within an area. As a result, even patients who are in critical condition may not have immediate access to these resources that are essential for their survival. In such an environment, it is thus crucial to allocate the limited resources to the patients in the most effective manner. Depending on the type of the incident, it might be necessary to make different types of resource allocation decisions at different stages of the response effort, such as on the site or at the hospital. Although these decision problems have many common features, this article is particularly concerned with the on-site prioritization of patients for transportation to the hospital.

According to the current practice, resource allocation decisions at the site of an MCI are made in a very simple way: the triage class of a patient automatically determines the patient’s priority. For example, consider the most widely adopted triage protocol in the U.S., namely START, which stands for Simple Triage and Rapid Treatment (Lerner 2008). START classifies patients into four different classes. Minor patients are those who are capable of walking away from the scene; delayed patients are those with severe but not immediately life-threatening injuries; immediate patients are those with severe and immediately life-threatening injuries, who can benefit from receiving treatment; and expectant patients are those whose injuries are so severe that they are expected to die even if substantial care is given. After the patients are classified, START gives the highest priority to patients in the immediate class, then to those in the delayed class. Once the incident site is cleared of patients in these time-critical classes, resources may be used for those in the minor and expectant classes.
There is a clear benefit from adopting a static, predetermined prioritization scheme that depends solely on patients’ triage classes: it is simple and thus easy to implement. However, a number of recent articles in the emergency medicine literature have questioned the wisdom of this practice, primarily because it completely ignores resource limitations (Garner et al. 2001, Frykberg 2005, Jenkins et al. 2008). The main argument is that the priority levels of the patients should depend on the availability of resources relative to demand; in particular, in some cases it might be more sensible to give priority to patients who are in the delayed class as opposed to those in the immediate class. For example, there may be so many immediate patients that there is insufficient time to get to the delayed patients within a time frame that would give them a good chance to survive. In that case, it might be better to give priority to the delayed patients first or to switch priority from the immediate patients to the delayed patients at some point during the response effort.

At an intuitive level, it may not be difficult to believe that taking resource limitations into account could improve the outcome of triage at an MCI. However, it is not clear exactly how this task should be carried out. Prior work has considered mainly two different approaches. (For a detailed review of these studies, see Argon et al. (2011).) One stream of work, which has mostly come out of the emergency medicine literature, aimed to develop policies that are computed in real time. In particular, W. J. Sacco and his co-authors (Sacco et al. 2005, 2007) proposed the Sacco Triage Method (STM), which essentially solves a linear program immediately after the incident to determine the order in which the patients should be transported to the hospital. STM requires collecting a significant amount of data after the incident, entering these data into a computer, and solving the associated linear program to determine the policy, all in a chaotic environment. Moreover, the examples provided in Sacco et al. (2005) show that the resulting priority policy can be quite complex, requiring switches from one priority class to another several times during the course of the response effort. Primarily due to these perceived impracticalities, STM has not been well received by the medical community (Cone and MacMillan 2005).

The second approach has been using mathematical modeling and analysis, mainly to generate insights and identify basic principles that would lead to practical resource-based prioritization policies. The most relevant work that followed this approach is due to Argon et al. (2008) and Uzun Jacobson et al. (2012). In this line of work, the authors formulated a stochastic clearing model with a finite number of patients that are categorized into different criticality classes. In this model, each patient has a random lifetime whose probability distribution depends on the class of the patient. If a patient is not served before her lifetime, she dies; otherwise, she either definitely survives (Argon et al. 2008) or survives with a probability that depends on the class of the patient (Uzun Jacobson et al. 2012). In one respect, the way in which the cost of delay is captured by this formulation is very direct and realistic. However, an implicit assumption is that the survival probability of a patient stays at the same positive value as long as the patient is alive and drops to zero instantaneously when the patient dies. This assumed structure for the survival probability does not fit well with what is reported in the emergency medicine literature, see, e.g., Sacco et al. (2005).

In this paper, our main goal is not to propose a real-time solution method but rather to carry out mathematical and numerical analysis to generate insights that would be useful in the design of effective yet simple prioritization policies. In that respect, our approach is closer to the second approach discussed above. Specifically, we aim to provide answers to some of the questions that the emergency response community may face in the process of developing resource-based prioritization policies. For example, is it possible to develop policies that are simple enough to be implemented in practice yet have substantial benefits over standard policies that do not consider resource limitations? If so, what are the main characteristics of these policies, and in what kind of mass-casualty incidents are they likely to be more beneficial?

Even though this article is closer to the second line of work discussed above, our model is completely different from that of Argon et al. (2008) and Uzun Jacobson et al. (2012). More
specifically, we develop a fluid model in which patients deteriorate over time according to a survival probability function. Thus, criticality is modeled through a diminishing reward function rather than through abandonments. We provide details of our model in Section 2. Using our fluid formulation, we first obtain an analytical characterization of the optimal policy, which helps us generate new insights into “good” patient prioritization policies (see Sections 3 and 4). We also use the optimal solution to our fluid formulation to design two simple resource-based prioritization policies that are compatible with START and other similar triage classifications, which have two time-critical patient classes (see Section 5). In Section 6, using a stochastic discrete-event simulator and data from the emergency medicine literature, we test the performance of our resource-based policies and gain further insights into the problem under more realistic conditions than those reflected by our fluid model. Finally, in Section 7, we explain how our policies can be adapted to potential changes on the field as a result of delays in the availability of patients, misclassifications during triage, and the practice of repeating triage in the midst of the response effort (which is usually called retriage), and we test the performance of these adaptive policies by another simulation study.

Before we proceed, it is important to note that the objective that we consider in this paper, i.e., the maximization of the expected number of survivors, is consistent with the widely accepted and practiced emergency response principle of doing the greatest good for the greatest number (Kennedy et al. 1996, Frykberg 2005). However, triage has always been a somewhat contentious practice as it essentially entails favoring certain individuals over others. There is a long line of discussion and research on the ethical dimensions of triage and what its objective “should” be. For more on this issue, which is beyond the scope of this paper, we refer the reader to Winslow (1982), Baker and Strosberg (1992), and references therein.

2. Model Description

We consider a scenario where there are many injured patients who need to be transported to a hospital. In particular, we consider the case where ambulances or other transportation resources are limited in supply so that at least some of the patients will have to wait for some time before being transported. We assume that at time zero the patients have already been separated into $N$ classes based on their injury characteristics and medical conditions, and moved to a single area of the site where they are given basic treatment and prepared for loading onto the ambulances. According to our formulation, there will be no new patient arrivals after time zero. Thus, our model is a better fit for incidents where a significant percentage of the patients are quickly accounted for and thus the response effort does not necessitate a time-consuming search and rescue activity. Nevertheless, in Section 7.2, we consider cases where some of the patients arrive with some delay by means of a simulation study. We denote the set of classes by $\mathcal{I} = \{0, 1, \ldots, N - 1\}$ and the number of patients in class $i$ by $n_i$, where $n_i > 0$. We also assume that all patients need to be transported to the same hospital via the same transportation mode (e.g., via ground transportation) so that the transportation time of a patient does not depend on the patient’s class. For simplicity, we will frequently use the word “service” to refer to the process of transporting a patient to the hospital.

We approach this problem from the perspective of the emergency response coordinator, who decides the order in which patients should be transported, with the objective of maximizing the overall expected reward or gain from the system. To this end, we assume that each class $i$ has an associated non-negative reward function $f_i(t)$, which is the expected reward earned by the system if a class $i$ patient is served at time $t$. To capture the fact that no patient would benefit from a delay in service, we assume that $f_i(t)$ is monotone non-increasing in $t$ for each $i \in \mathcal{I}$. For mathematical tractability, we further assume that the first-order derivative of $f_i(t)$ with respect to $t$ exists for each $i \in \mathcal{I}$, and is denoted by $f'_i(t)$. The function $f_i(t)$ can be interpreted as the probability that a patient of class $i$ ultimately survives if taken into service at time $t$. With this interpretation, maximizing the total expected reward is then equivalent to maximizing the expected number of
survivors. Note that we do not explicitly model patients who die and leave the system. Instead, we implicitly model death through the survival probability. Since our objective is to maximize the expected number of survivors (more generally, the total expected reward), the optimal policy would be always such that patients with zero survival probability (dead patients) are the last patients to receive service. Thus, our formulation achieves some mathematical simplicity without sacrificing realism in any crucial way.

Our goal is to develop a model that captures the essential features of the patient prioritization problem but is simple enough to allow mathematical analysis and development of easy-to-implement policies that are expected to perform well in practice. Towards that end, we propose a fluid formulation where different classes of patients in the system correspond to different classes of fluid and service of those patients corresponds to a flow of the respective fluid out of the system. Without loss of generality, we assume that the service rate is one patient per unit time; therefore, when patients of only class \( i \) are flowing out of the system at time \( t \), reward is earned at a rate of \( f_i(t) \).

Define a set of decision functions \( r(t) \equiv \{ r_i(t) : [0, \infty) \rightarrow [0, 1], i \in \mathcal{I} \} \), where \( r_i(t) \) is the rate at which we choose to serve class \( i \) patients or the fraction of the total service capacity allocated to class \( i \) patients at time \( t \geq 0 \). We restrict ourselves to decision functions that have finitely many discontinuities, which is needed to obtain solutions that switch priorities only finitely many times and hence are applicable in practice. We now state our optimization problem as follows:

\[
\begin{align*}
\max_{r(t), t \in [0, \infty)} & \quad \sum_{i=0}^{N-1} \int_0^\infty r_i(s)f_i(s) \, ds \\
\text{subject to} & \quad \sum_{i=0}^{N-1} r_i(t) \leq 1, \quad \forall t \in [0, \infty) \\
& \quad \int_0^\infty r_i(t) \, dt = n_i, \quad \forall i \in \mathcal{I}.
\end{align*}
\] (P1)

We first note that, as one would expect, it is suboptimal to leave any of the available capacity unused as long as there is fluid in the system. (The proof is omitted as it immediately follows from the assumptions that the reward functions \( f_i(t) \) are non-increasing in \( t \) and there are no further arrivals.) The practical implication of this result is that in the rest of this article we do not need to consider solutions that involve idling. Since the service rate is one patient per unit time, under non-idling policies the fluid will be cleared from the system, i.e., transportation of the patients will be complete, at time \( T = \sum_{i \in \mathcal{I}} n_i \). Thus, we can restrict ourselves to the time interval \([0, T]\).

Our fluid formulation allows the total service capacity to be allocated to more than one patient class at any particular point in time. The practical interpretation of such an allocation can be problematic because transportation vehicles cannot be allocated in a continuous manner. This would especially be difficult to deal with when there are few vehicles to allocate. However, the following proposition resolves this concern. (Proofs of Proposition 1 and all other propositions and theorems are provided in the Online Supplement.)

**Proposition 1.** There exists an optimal solution to (P1) where only one class of patient is served at any given time.

Proposition 1 implies that we can restrict the set of policies we consider to those which serve only one patient class at any point in time. For practice, this result suggests that at any point in time, there is only one highest-priority class and all transportation resources available should be allocated to that class unless the number of such patients is less than the number of resources.

Proposition 1 is also useful technically as it allows us to consider a formulation that is equivalent to but easier to analyze than (P1). Define the set-valued decision variable \( W = \{ W(i) : i \in \mathcal{I} \} \),
where $W(i)$ is the set of time points during which class $i$ is served. Then, we can rewrite our optimization problem in the following way:

$$\max_{W} \sum_{i=0}^{N-1} \int_{W(i)} f_i(t) \, dt \quad (P2)$$

subject to

$$\mu(W(i)) = n_i, \quad \forall i \in \mathcal{I},$$

$$\bigcup_{i=0}^{N-1} W(i) = [0, T],$$

$$W(i) \cap W(j) = \emptyset, \quad \forall i \neq j,$$

where $\mu(W(i))$ is the total amount of time spent serving class $i$ patients. In the rest of our analytical work, we will focus on this formulation. For both practical and technical reasons, we restrict ourselves to solutions $W$ such that for each $i \in \mathcal{I}$, $W(i)$ can be partitioned into finitely many open intervals and possibly a set of zero measure.

3. A Simple Condition for Fixed-Priority Ordering

Many triage methods that are used in practice, such as START, assign a fixed priority to each class of patients. To be more precise, in a fixed-priority method, the triage class of each patient determines his or her priority level, which does not change with time throughout the response effort. Although several examples show that in general, the optimal policy to $(P2)$ is not a fixed-priority policy, i.e., the optimal policy is such that the priority ordering of the patient classes changes with time, due to the simplicity of fixed-priority policies, it is still important to investigate conditions under which the optimality of a such a policy is guaranteed.

It turns out that one condition that ensures an optimal fixed-priority relationship between two classes of patients is an ordering between the derivatives of their respective reward functions.

**Proposition 2.** Suppose that there exist two classes, $i$ and $j$, which have the property that

$$f_j'(t) \leq f_i'(t) \quad \forall t \in [0, T]. \quad (1)$$

Given a feasible solution to $(P2)$, where some class $i$ patients are served before some class $j$ patients, there exists another solution where

(i) no class $i$ patients are served before class $j$ patients, and

(ii) the expected total reward obtained under the new solution is at least as large as the expected total reward obtained under the existing solution.

Proposition 2 implies that if class $j$ patients deteriorate at least as fast as class $i$ patients over $[0, T]$, then there exists an optimal solution where class $j$ has priority over class $i$ at all times. In order to intuitively understand Proposition 2, it helps to think about the “opportunity cost” of delaying service to each class for a period of time. If the expected reward function of class $j$ always decreases faster than that of class $i$, we will forego more expected reward by delaying the service of class $j$ than we would by delaying the service of class $i$, for any arbitrary amount of time. The optimal policy is to delay the service of the class for which there is less to lose with time.

There are a few important points worth emphasizing regarding Proposition 2. First, the proposition does not assume an ordering between $f_i(\cdot)$ and $f_j(\cdot)$. This means that the deterioration rates, not the nominal values of the expected rewards (e.g., survival probabilities), determine dominance. For example, it is possible for class $i$ patients to have lower survival probabilities than class $j$ patients at all times and yet be assigned a lower priority than class $j$ patients if their health conditions do not deteriorate as fast. Second, it is crucial to ensure that the ordering in $(1)$ holds for all $t \in [0, T]$. One might expect that if $f_j(t) \leq f_i(t) \forall t \in [0, t_0]$ for some $t_0 < T$, then we could at least
apply the result of the proposition for the time period \([0, t_0]\). Nonetheless, we can easily construct examples where this intuition does not hold. And third, it might seem at first that Condition (1) does not depend on the scale of the mass-casualty incident, i.e., the number of patients of various classes, transportation capacity, etc. However, recall that \(T\) is the time the response effort is over, hence \(T\) increases with the number of patients and the response time per patient. This means that as the scale of the incident gets larger, \(T\) becomes larger and as a result it becomes increasingly less likely for (1) to hold.

Proposition 2 directly leads to the complete characterization of an optimal policy when all classes can be ordered according to Condition (1):

**Corollary 1.** Suppose that

\[
 f'_{N-1}(t) \leq f'_{N-2}(t) \leq \cdots \leq f'_0(t) \quad \forall t \in [0, T].
\]  

(2)

Then there exists an optimal policy under which there is a fixed-priority ordering \((N-1, N-2, \ldots, 0)\) among the patients so that for any \(i \in \{N-2, N-3, \ldots, 0\}\), class \(i+1\) patients have priority over class \(i\) patients.

The policy prescribed by Corollary 1 is very simple and practical. Since the priority ordering is fixed, there is less room for mistakes during implementation. However, the optimality of the policy is only guaranteed under a relatively strong condition. Therefore, it is important to investigate what the optimal policy would be like when Condition (2) does not hold.

We pursue this question in the following section where we focus on the case with only two patient classes. There are two main reasons why we consider this particular scenario. First, characterization of the optimal policy—except under Condition (2)—appears to be very difficult when there are more than two patient classes. However, more importantly, the two-class case fits perfectly well with the widely adopted triage classification used in START. As we described in Section 1, even though START puts patients into four classes, patients who are in the *expectant* class have almost no chance to survive and those with *minor* injuries do not carry a risk of dying from their injuries. Therefore, the success of the response effort depends almost entirely on how priority decisions for patients in the *immediate* and *delayed* classes are handled. Hence, our analysis of the two-class case in the next section will help us explore how START can be expanded to include resource limitations using our formulation.

4. **Priority Decisions for Two Classes of Patients**

Suppose that there are only two patient classes, which we name class \(I\) (*immediate*) and class \(D\) (*delayed*). By letting \(g(t) = f_D(t) - f_I(t)\), we can rewrite the optimization problem (P2) as

\[
 \max_{W(D)} \int_{W(D)} g(t) \, dt + C \\
 \text{subject to} \quad \mu(W(D)) = n_D \\
 W(D) \subseteq [0, T],
\]  

(3)

where \(C \equiv \int_0^T f_I(t) \, dt\) is a constant.

From Proposition 2, we know that if patients of class \(I\) consistently deteriorate faster than patients of class \(D\) over \([0, T]\), then class \(I\) should have priority over class \(D\) at all times. Although this is a possibility in practice, a more likely scenario is one where patients with very critical conditions, who would be classified as *immediate* according to START, have rapidly diminishing survival probabilities, which approach zero fairly quickly, while the survival probability function for *delayed* patients would be relatively flat initially and then start to decline rapidly after some point. We formally state this scenario in Assumption 1 and present an example pair of reward functions, \(f_I(t)\) and \(f_D(t)\) satisfying Assumption 1 in Figure 1.
Assumption 1. There exists $t_m \in [0, T]$ such that $f'_I(t) < f'_D(t) < 0$ for all $t < t_m$, $f'_I(t_m) = f'_D(t_m)$, and $f'_D(t) < f'_I(t) < 0$ for all $t > t_m$. Equivalently, the reward gap function $g(t)$ has a unique maximum at $t_m \in [0, T]$, is increasing for $t < t_m$, and decreasing for $t > t_m$.

Figure 1 Example of reward functions satisfying Assumption 1.

We delay a more detailed discussion on the justification of Assumption 1 until Section 6.1, where we demonstrate that estimates for survival probability functions for immediate and delayed classes, which are based on data from Sacco et al. (2005), satisfy Assumption 1. The remainder of this section is devoted to characterizing the solution to (P3) under Assumption 1 and providing insights into the patient prioritization problem based on our analytical results.

4.1. Characterization of the Optimal Policy

In this section, we establish a useful structural result for the optimization problem (P3).

Proposition 3. There exists an optimal policy in which $W(D)$ is a single interval.

Proposition 3 implies that there is an optimal policy where once the service of delayed patients starts, it is never interrupted by the service of immediate patients. Hence, the question of finding the optimal set of time points where delayed patients should be served reduces to the question of finding the time at which we should begin serving delayed patients. In other words, under Assumption 1, we can describe the optimal policy by a single time point, or threshold, and hence the optimization problem (P3) reduces to

$$\max_{t \in [0, n_I]} v(t),$$

where $v(t) \equiv \int_t^{t + n_D} g(x) \, dx$. Let $t^*$ denote a solution to problem (P4). Then, given $t^*$, an optimal policy can be described as follows: serve immediate patients over $(0, t^*)$, switch to delayed patients at $t^*$ and serve all of them over the time interval $(t^*, t^* + n_D]$, and finally switch back to serving immediate patients and serve all the remaining immediate patients over the interval $(t^* + n_D, T]$. This general description encompasses the special case where the policy is a fixed-priority ordering policy like START. More specifically, if $t^* = n_I$, then all immediate patients are served before all delayed patients. On the other hand, if $t^* = 0$, then all delayed patients are served before all immediate patients. Threshold $t^*$ can be interpreted as the time at which the “cost” of delaying service to delayed patients starts outweighing the “benefit” of providing service to immediate patients.
4.2. Determining the Optimal Threshold

We now investigate how one can obtain a solution to problem (P4). We first show that the solution $t^*$ is unique and it can be determined more easily by first solving a relaxation of (P4).

**Proposition 4.** (i) There is a unique optimal solution, $\tilde{t}$, to the optimization problem

$$\max_{t \in [0, \infty)} v(t), \text{ and } \tilde{t} \in \left[ \max\{0, t_m - n_D\}, t_m \right].$$

(ii) $t^* = \min\{\tilde{t}, n_I\}$.

(iii) $t_m \in [t^*, \tilde{t} + n_D]$.

Part (i) of Proposition 4 partially characterizes $\tilde{t}$. Note that the difference between $t^*$ and $\tilde{t}$ is that while $t^*$ is restricted to be no greater than $n_I$, $\tilde{t}$ has no such restriction. Practically, $\tilde{t}$ is the time at which the service of delayed patients should start even if there are still immediate patients in need of service, which is very likely to be the case when there are many immediate patients initially. On the other hand, if all immediate patients are served before $\tilde{t}$, i.e., $n_I < \tilde{t}$, then service of delayed patients should start at $n_I$, because idling is suboptimal. Therefore, $t^*$ is the minimum of $\tilde{t}$ and the time it would take to serve all immediate patients if they were given priority at all times. This is reflected in the relationship described in part (ii) of Proposition 4. Part (iii) of Proposition 4 states that the optimal service time interval for delayed patients must contain $t_m$. Thus, service of delayed patients should start late enough for the service interval to contain the time point at which deterioration of delayed patients becomes faster.

The following theorem provides a complete characterization of $\tilde{t}$, and thus a complete characterization of $t^*$, which subsequently leads to an algorithm for finding $t^*$.

**Theorem 1.** Exactly one of the following three statements is true:

(i) $g(0) > g(n_D)$, in which case $t^* = \tilde{t} = 0$.

(ii) $g(\tilde{t}) = g(\tilde{t} + n_D)$ and $g(n_I) \leq g(T)$, in which case $t^* = n_I \leq \tilde{t}$.

(iii) $g(\tilde{t}) = g(\tilde{t} + n_D)$ and $g(n_I) > g(T)$, in which case $t^* = \tilde{t} < n_I$.

Using Theorem 1, it is straightforward to show that the following algorithm determines the optimal threshold $t^*$:

1. If $g(0) > g(n_D)$, return $t^* = 0$.
2. Else, if $g(n_I) \leq g(T)$, return $t^* = n_I$.
3. Else, return the solution of $g(t) = g(t + n_D)$.

Note that $t^*$ is readily available if one of the two conditions in the first two steps holds. If neither holds, then one needs to determine the unique solution to $g(t) = g(t + n_D)$.

The first step in the algorithm checks whether $g(0) > g(n_D)$. This condition may hold when delayed patients deteriorate faster than immediate patients starting at either time zero or soon after, i.e., when $t_m$ is close to or equal to zero. In this case, Theorem 1 indicates that $t^* = 0$, and hence, delayed patients have priority at all times. This policy, which we call Inverted START (InvSTART), is the complete opposite of START because delayed patients have priority over immediate patients at all times. The same condition may also hold when $n_D$ is very large, suggesting that InvSTART is optimal when there are sufficiently many delayed patients. If the condition in the first step of the algorithm is not satisfied, i.e., $g(0) \leq g(n_D)$, then Theorem 1 states that $g(\tilde{t}) = g(\tilde{t} + n_D)$.

In this case, $t^*$ is equal to $\tilde{t}$ or $n_I$, depending on whether the inequality $g(n_I) > g(T)$ holds or not. If the algorithm stops in the second step, i.e., $t^* = n_I$, then the optimal policy is START since immediate patients are given priority over all delayed patients at all times. This case, where $g(n_I) \leq g(T)$, may occur when either $t_m$ is sufficiently large or the total number of patients is sufficiently small. Finally, if the algorithm stops in the third step, i.e., $t^* < n_I$, then the optimal policy is either InvSTART (when $t^* = 0$) or time-dependent (i.e., priority will change at time $0 < t^* < n_I$).

Under a time-dependent policy, the service of immediate patients is interrupted by the service of delayed patients during $(t^*, t^* + n_D)$. 
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4.3. Sensitivity of the Optimal Policy to the Number of Patients

From Theorem 1, it is clear that the optimal prioritization policy depends on the number of patients in each class, since \( t^* \) is a function of both \( n_I \) and \( n_D \). In order to better understand the relationship between the optimal policy and patient counts, we investigate how \( t^* \) changes with \( n_I \) and \( n_D \).

By definition, \( \tilde{t} \) does not depend on \( n_I \). Hence, by part (ii) of Proposition 4, \( t^* \) increases with \( n_I \) for \( n_I < \tilde{t} \) but does not change for \( n_I \geq \tilde{t} \). This suggests that if there are few immediate patients and START is optimal (i.e., \( t^* = n_I \)), then increasing the number of immediate patients will not change the policy at first (except for the time when the service of delayed patients should start), but will eventually change the policy from START to a time-dependent one. However, when there are enough immediate patients for a time-dependent policy or InvSTART to be optimal, then having more immediate patients does not change the optimal policy.

We next present a proposition that describes how \( t^* \) depends on \( n_D \).

**Proposition 5.** Everything else remaining the same, \( t^* \) either decreases or stays the same as \( n_D \) increases, i.e., having more delayed patients can only decrease the time the service of delayed patients starts under the optimal policy.

Proposition 5 and the discussion above yield the following conclusions:

(i) If the optimal policy is START, having more patients, regardless of their class, may push the optimal policy to be time-dependent.

(ii) If the optimal policy is time-dependent, having more immediate patients will not change the policy, whereas having more delayed patients will push the optimal policy toward InvSTART.

(iii) If the optimal policy is InvSTART, having more patients will not change the optimal policy.

5. A New Policy for Patient Triage: ReSTART

In this section, building on our analytical results from previous sections, we demonstrate how one could construct a new patient prioritization policy that takes into account resource limitations, yet is simple enough for practical implementation. More specifically, we carry the simple solution from Section 4 to practical settings where the fluid assumptions are obviously violated. We call the new policy *Resource-based START* (ReSTART) to indicate the fact that it builds on START, which is the most widely adopted triage method in U.S. It is important to emphasize that ReSTART does not propose any new medical criteria to classify patients. ReSTART uses the START classes, but unlike START, it does not necessarily give priority to immediate patients at all times. Under ReSTART, delayed patients can get priority over immediate patients depending on the relative availability of the transportation vehicles with respect to the number of patients.

Now, let \( \theta \) denote the expected transportation time for each patient, and \( K \) denote the number of available transportation vehicles. Recall that in Section 4, we normalized the service rate to one, which is the same as assuming that \( K / \theta = 1 \). Incorporating generality in service rates, i.e., allowing a general number of vehicles and general transportation times, simply requires scaling of the number of patients by \( \theta / K \). The description below is based on the algorithm given in Section 4.2.

*Resource-based START (ReSTART):*

1. Classify patients according to the START classes.
2. Determine the number of patients classified as immediate (\( n_I \)) and the number of patients classified as delayed (\( n_D \)). Determine \( \theta \), the expected round-trip travel time for each transportation vehicle, and \( K \), the number of vehicles that can be used for transporting patients to the hospital.
3. Determine priorities among the immediate and delayed patients as follows:
   (i) If \( g(0) > g(n_D \theta / K) \), transport all delayed patients first, followed by all immediate patients.
   (ii) If \( g(n_I \theta / K) \leq g((n_I + n_D) \theta / K) \), transport all immediate patients first, followed by all delayed patients.
(iii) Otherwise, determine \( t^* \) such that \( g(t^*) = g(t^* + n_D \theta / K) \). Transport immediate patients until time \( t^* \) or until there are no more remaining immediate patients. Then, start transporting delayed patients and continue until there are none remaining. Finally, continue with the transportation of any remaining immediate patients.

Given the reward functions \( f_I(\cdot) \) and \( f_D(\cdot) \), implementation of ReSTART is straightforward to a large extent. While in steps 3(i) and 3(ii), one only needs to check whether the given inequalities hold, in step 3(iii) a solution to \( g(t^*) = g(t^* + n_D \theta / K) \) must be found. Because the right-hand side of the equation depends on \( n_D, \theta, \) and \( K, t^* \) can be computed only after the incident occurs; in other words, it cannot be computed “off-line.” The computation of \( t^* \) can be done very quickly using a line-search algorithm, since \( g(\cdot) \) is a unimodal function. Nevertheless, this cannot necessarily be done by hand, which might be a cause for resistance to any potential implementation of ReSTART. Therefore, we simplify the policy further by proposing an approximation for \( t^* \) based on our analytical results. In order to distinguish this approximate version of ReSTART from the exact version described above, we call it Quick-ReSTART (Q-ReSTART). In particular, we propose two different versions of Quick-ReSTART, which we call QuickDynamic-ReSTART (QD-ReSTART) and QuickStatic-ReSTART (QS-ReSTART). In the following, we describe these two policies.

5.1. QuickDynamic-ReSTART (QD-ReSTART)

QD-ReSTART is essentially the same as ReSTART except that it does not use the exact value of \( t^* \), but rather an approximation for \( t^* \). From Proposition 4, with the proper scaling for the expected travel time and the number of ambulances, we know that \( \tilde{t} \in [t_m - n_D \theta / K, t_m] \). Therefore, even if we cannot locate \( \tilde{t} \) exactly, it would be reasonable to expect that approximating \( \tilde{t} \) with a choice from this interval could lead to a policy that performs well. Now, we know that there exists \( \tilde{\phi} \in [0, 1] \) such that \( \tilde{t} = t_m - \tilde{\phi} n_D \theta / K \). Instead of determining \( \tilde{\phi} \) exactly, we approximate it by some \( \phi \in [0, 1] \). Then, we use \( \tau = t_m - \phi n_D \theta / K \) instead of \( \tilde{t} \) and set \( t^* = \min\{n_I, \tau\} \) by part (ii) of Proposition 4. We call the policy that uses this approximation “QD-ReSTART(\( \phi \)).” Thus, QD-ReSTART is in fact a family of policies, with each policy being uniquely described by a value of the parameter \( \phi \in [0, 1] \). Below is a formal description of QD-ReSTART.

\( QD\text{-ReSTART}(\phi) \):

1. Same as ReSTART.
2. Same as ReSTART.
3. Compute \( \tau = t_m - \phi n_D \theta / K \) and prioritize the immediate and delayed patients as follows:
   (i) If \( \tau \leq 0 \), transport all delayed patients first, followed by all immediate patients.
   (ii) If \( \tau \geq n_I \theta / K \), transport all immediate patients first, followed by all delayed patients.
   (iii) If \( 0 < \tau < n_I \theta / K \), transport immediate patients until time \( \tau \) or until there are no more remaining immediate patients. Then, start transporting delayed patients (if there are any) and continue until there are no remaining delayed patients. Finally, continue with the transportation of any remaining immediate patients.

As a result of using \( \tau \) in place of \( \tilde{t} \), the inequalities in steps 3(i) and 3(ii) of ReSTART simplify to conditions that are easier to check and have insightful interpretations. Here, \( \tau \) can be interpreted as a measure of the availability of resources relative to the size of the event. It is larger when there are fewer delayed patients, when transportation times are shorter, and/or when more vehicles are available for transportation. Thus, lower values of \( \tau \) indicate more serious resource limitations.

Although ReSTART is the optimal policy for our fluid model under Assumption 1 and is likely to perform better than QD-ReSTART even under realistic conditions where the fluid assumption is relaxed, QD-ReSTART is simpler and more practical. Like ReSTART, it requires estimates for the expected travel time, number of ambulances, and number of immediate and delayed patients, which should not be difficult to determine and which are likely to be the minimal set of requirements for any policy that takes resource limitations into account. However, unlike ReSTART, QD-ReSTART
requires only an arithmetic calculation at the time of implementation. It simply uses $t_m$ and $\phi$, which can be obtained off-line before the incident based on estimates for the reward functions. Furthermore, $\tau$ depends on the function $g(\cdot)$ only through its maximizer $t_m$, meaning that the only estimation required is for the time at which deterioration rate of the delayed patients exceeds that of the immediate patients.

To understand how QD-ReSTART works, it is useful to examine the leftmost plot in Figure 2, which depicts the structure of QD-ReSTART(0.5). In this plot, the horizontal axis is for $n_D\theta/K$, which is the expected time it would take to transport all delayed patients, while the vertical axis is for $n_I\theta/K$, which is the expected time it would take to transport all immediate patients using the full transportation capacity. It is immediate from the figure that for given values of expected transportation time and number of available vehicles, the priority ordering according to QD-ReSTART depends on the initial number of immediate and delayed patients. When there are few patients of both classes (in the triangular region at the bottom left), QD-ReSTART reduces to START, giving priority to immediate patients until they are all transported. When there are sufficiently many delayed patients (far right in the figure), regardless of the number of immediate patients, the priority is reversed: QD-ReSTART reduces to InvSTART and transportation of immediate patients starts after all delayed patients are transported. On the other hand, when there are sufficiently many patients but the number of delayed patients is below a certain level, priority ordering changes with time; immediate patients have priority initially, but at some specified time, priority moves to delayed patients even if there are still immediate patients waiting. Those remaining immediate patients wait until all the delayed patients are transported. Note that this structure for QD-ReSTART is consistent with the behavior of the optimal solution to the fluid model (see Section 4.3).

Figure 2 Visualizations of QD-ReSTART(0.5) and QS-ReSTART(0.5).

One remaining question is how to set the value for $\phi$. More empirical work is needed to make a more confident decision about this, but we demonstrate in Section 6 that for the survival probability data that we use in our simulation experiments, setting $\phi = 0.5$ provides a good performance for the QD-ReSTART policy. For more on the justification of the use of $\phi = 0.5$, see Section 6.1.

5.2. QuickStatic-ReSTART (QS-ReSTART)

QD-ReSTART is a dynamic policy in the sense that the class that has the higher priority can change as time passes during the response effort. Although this priority switch can only happen once, one might still want to use even a simpler policy that fixes the priority levels at the beginning and does not change them later on. More precisely, one can choose either START or InvSTART given the conditions at time zero and use it until all patients are transported. We propose such a policy, which we call QS-ReSTART($\phi$), based on our analytical characterization of ReSTART, more specifically QD-ReSTART($\phi$).
We can observe from Figure 2 that QD-ReSTART is a time-dependent policy in only one of the three regions. To develop QS-ReSTART(\(\phi\)), we simply divide this region into two with a line that passes through the points \((t_m/\phi, 0)\) and \((0, t_m/\phi)\), merge the left part with the already existing “START” region, and merge the right part with the already existing “InvSTART” region, thereby eliminating the time-dependent policy region completely (see the rightmost plot in Figure 2, where \(\phi = 0.5\)). The policy can then be described simply as follows: use START if \(n_I + n_D \leq Kt_m/(\phi \theta)\) and use InvSTART otherwise. Note that one nice feature of this policy is that whether START or InvSTART is chosen depends on the total number of patients \(n_I + n_D\), not on \(n_I\) and \(n_D\) individually. This means that once the total number of patients is determined, the policy can be determined even before triage is over. Furthermore, the policy is robust to classification errors between immediate and delayed classes since such errors would not change the total number of critical patients.

6. Simulation Study
In this section, we carry out a simulation study to investigate how QD-ReSTART and QS-ReSTART perform in comparison with START and InvSTART under conditions that are more realistic than those of the fluid model. Specifically, we study a simulation model where patients are discrete entities, ambulances are discrete resources, and transportation times are stochastic. In Section 6.1, we provide details on our experimental setup. Our results on the comparison of QD-ReSTART and QS-ReSTART with START and InvSTART are provided in Section 6.2. In Section 6.3, we present a sensitivity analysis with respect to the reward functions that are used in our simulation study.

6.1. Experimental Setup
We consider a mass-casualty incident that takes place at a single location and results in a number of patients who need to be transported to a hospital. We assume that the patients have already been classified and they are ready to be transported. The initial arrival of the ambulances to the site follows a Poisson process. For each ambulance, we assume that the round-trip travel time between the incident location and the hospital has lognormal distribution with a mean of 30 minutes and a standard deviation of 12 minutes. This choice is based on an empirical study by Ingolfsson et al. (2008), which reports that a lognormal distribution with standard deviation that is equal to 40% of the mean is a good fit for ambulance travel times.

We use the critical mortality rate, i.e., the percent of critical patients who die, as the performance measure of interest. Frykberg (2005) states that critical mortality is the best measure of performance for mass-casualty triage because it takes into account only those patients whose conditions are serious enough to require timely treatment and who also have a non-negligible chance of survival. Note that because these are the only patients for whom a priority policy can make a difference, minimizing the critical mortality rate is equivalent to maximizing the number of survivors.

In our numerical experiments, we assume that patients are categorized according to START guidelines, since START is the most widely accepted classification method in the U.S. Recall that there are four classes of patients according to START: expectant (\(E\)), immediate (\(I\)), delayed (\(D\)), and minor (\(M\)). Patients who fall into the immediate and delayed classes are considered critical patients. In order to use critical mortality rate as our performance measure, we need estimates for the survival probabilities of these critical patients as functions of time. To the best of our knowledge, the only work that attempted to estimate survival probability functions is due to Sacco and his co-authors in Sacco et al. (2005, 2007), where the estimates are for a given initial RPM (Respiration, Pulse, and Motor response) score of a patient.

In order to obtain estimates of survival probability functions for critical START classes (i.e., immediate and delayed classes), we utilized the RPM score-based estimates by Sacco et al. (2007)
and also consulted James E. Winslow, M.D., an associate professor of emergency medicine at Wake Forest University (Winslow et al. 2010). Our analysis revealed that the following three-parameter function is a good model for the reward functions $f_i(t)$ and $f_D(t)$:

$$ f_i(t) = \frac{\beta_{0,i}(t)}{\frac{t}{\beta_{1,i}} + 1}, \text{ for } i \in \{I, D\}, \quad (3) $$

where $\beta_{j,i} > 0$ for $j = 0, 1, 2$ and $i \in \{I, D\}$. Note that this function is a scaled version of the log-logistic distribution, which is commonly used in survival analysis (Cox and Oakes 1984). Furthermore, among such functions, this function provided one of the best fits to the empirical data that originated from Sacco et al. (2007). The Online Supplement discusses the details of this curve fitting study and how we estimated the parameters of model (3) using the data from Sacco et al. (2007) and Winslow et al. (2010).

To our knowledge there is no existing research on the survival probability functions or patient distributions for START. Therefore, rather than construct just one scenario that we claim to be correct, in our numerical study, we consider five possible scenarios, which mainly differ according to how “pessimistic” they are regarding the size of the mass-casualty incident and the urgency of patients. Each scenario is based on a different underlying distribution of the severity of the patients, and so each scenario has a different set of survival probability functions and a different patient distribution (additional details are given in the Online Supplement). More specifically, in Scenario 1, the survival probabilities are low and most of the patients are in immediate or expectant categories; in Scenario 5, survival probabilities are much larger and there are not many immediate or expectant patients; and Scenarios 2, 3, and 4 are in the middle in terms of the severity of the event. Figure 3 explicitly shows the differences among these five scenarios. In the first column, we provide the empirical data on the survival probabilities, the fitted functions given by (3), and also $t_m$ values. We observe that as we move from Scenario 1 to Scenario 5, survival probabilities at any given time and $t_m$ increase. In the second column, we plot the difference between the two fitted survival probability functions, i.e., $g(t)$, which shows that Assumption 1 holds over the time interval of interest. Finally, the third column shows the probability distributions for the START classes. We can observe that while immediate patients constitute the highest percentage in most of the scenarios, their frequency decreases as we move from Scenario 1 to Scenario 5, indicating a decreasing level of criticality in the patient population.

For each scenario, we generated 500 instances of 50 patients each, where each patient’s START class was randomly determined using the START class probability distribution associated with that scenario. We used three different values for $K$, the number of ambulances available for transportation: 5, 10, and 15. The rate of initial arrival for ambulances to the event location was chosen as 10, 20, and 30 per hour when there are 5, 10, and 15 ambulances available for transportation, respectively. By keeping the number of patients and expected travel times constant but varying the number of resources, we were able to examine scenarios that ranged from resource-scarce to resource-abundant.

Within each scenario and resource level, we determined the performances of four policies, namely, START, InvSTART, QD-ReSTART, and QS-ReSTART for each of the 500 randomly generated instances, using 200 replications for each instance. (To perform these simulation runs, we used code written in Matlab.) In order to implement QD-ReSTART and QS-ReSTART, we needed to set an appropriate value for $\phi$. From Figure 3, we observed that $g(t)$ is almost symmetric around $t_m$ over $[0, 2t_m]$, which means that setting $\phi$ to 0.5 will yield $\tau \approx 1$, i.e., QD-ReSTART($\phi$) will be approximately identical to ReSTART. We also calculated the value of $\tilde{\phi}$ that would make $\tau = \tilde{t}$ for each instance generated where $t^*$ is non-zero. We then constructed 95% confidence intervals on the mean values of such $\tilde{\phi}$’s for all five scenarios and three levels of resource availability. The means
of these fifteen confidence intervals ranged between 0.42 and 0.51, and the half-lengths of these intervals were all less than 0.01. Based on these observations, we set $\phi$ to 0.5 in all our simulation experiments that involve QD-ReSTART and QS-ReSTART.

### 6.2. Comparison of QD-ReSTART and QS-ReSTART with START and InvSTART

We first compare QD-ReSTART with START and InvSTART in terms of the critical mortality rate in Table 1. In this table, the 7th and 12th columns report the number of instances (out of 500) in which the mean performance difference is statistically significant at the 0.05 level. The numbers
in columns 3–6 and 8–11 provide a statistical summary of the mean reduction in critical mortality obtained by using QD-ReSTART as opposed to using START and InvSTART, respectively, based on 500 simulated instances: the minimum improvement (min), the maximum improvement (max), the mean, and the 95% half-width for the mean (HW).

<table>
<thead>
<tr>
<th>Scenario</th>
<th>K</th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>HW</th>
<th># Sig. Instances</th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>HW</th>
<th># Sig. Instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 1</td>
<td>5</td>
<td>0.0%</td>
<td>5.8%</td>
<td>0.7%</td>
<td>0.1%</td>
<td>223</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.0%</td>
<td>4.8%</td>
<td>0.5%</td>
<td>0.1%</td>
<td>223</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.0%</td>
<td>3.5%</td>
<td>0.4%</td>
<td>0.0%</td>
<td>223</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>5</td>
<td>0.0%</td>
<td>8.8%</td>
<td>2.8%</td>
<td>0.2%</td>
<td>465</td>
<td>0.0%</td>
<td>0.1%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.0%</td>
<td>6.5%</td>
<td>2.0%</td>
<td>0.1%</td>
<td>465</td>
<td>0.0%</td>
<td>0.1%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>254</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.0%</td>
<td>4.1%</td>
<td>1.2%</td>
<td>0.1%</td>
<td>465</td>
<td>0.0%</td>
<td>0.2%</td>
<td>0.1%</td>
<td>0.0%</td>
<td>333</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>5</td>
<td>0.0%</td>
<td>11.4%</td>
<td>6.2%</td>
<td>0.2%</td>
<td>499</td>
<td>0.0%</td>
<td>0.4%</td>
<td>0.2%</td>
<td>0.0%</td>
<td>392</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.0%</td>
<td>4.5%</td>
<td>2.1%</td>
<td>0.1%</td>
<td>499</td>
<td>0.0%</td>
<td>0.8%</td>
<td>0.6%</td>
<td>0.0%</td>
<td>499</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.0%</td>
<td>1.5%</td>
<td>0.6%</td>
<td>0.0%</td>
<td>486</td>
<td>0.0%</td>
<td>1.1%</td>
<td>0.7%</td>
<td>0.0%</td>
<td>498</td>
</tr>
<tr>
<td>Scenario 4</td>
<td>5</td>
<td>2.3%</td>
<td>10.3%</td>
<td>6.8%</td>
<td>0.1%</td>
<td>500</td>
<td>0.0%</td>
<td>1.3%</td>
<td>0.6%</td>
<td>0.0%</td>
<td>422</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.1%</td>
<td>3.1%</td>
<td>1.1%</td>
<td>0.0%</td>
<td>484</td>
<td>1.1%</td>
<td>2.6%</td>
<td>1.8%</td>
<td>0.0%</td>
<td>500</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.0%</td>
<td>0.5%</td>
<td>0.1%</td>
<td>0.0%</td>
<td>15</td>
<td>1.2%</td>
<td>2.9%</td>
<td>2.3%</td>
<td>0.0%</td>
<td>500</td>
</tr>
<tr>
<td>Scenario 5</td>
<td>5</td>
<td>0.0%</td>
<td>5.7%</td>
<td>2.2%</td>
<td>0.1%</td>
<td>478</td>
<td>0.0%</td>
<td>3.2%</td>
<td>1.5%</td>
<td>0.0%</td>
<td>494</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.0%</td>
<td>0.3%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0</td>
<td>0.9%</td>
<td>3.7%</td>
<td>3.3%</td>
<td>0.0%</td>
<td>500</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0</td>
<td>0.8%</td>
<td>3.6%</td>
<td>2.8%</td>
<td>0.0%</td>
<td>500</td>
</tr>
</tbody>
</table>

From Table 1, we observe that QD-ReSTART performs at least as well as START in all instances while performing better in many. The magnitude of the improvement depends on the scenario considered. We cannot claim any one scenario as being more realistic than the others; however, we can still make a few insightful observations. In Table 1, going from Scenario 1 to Scenario 5, by which the survival probability estimates become more “optimistic,” performance improvement with QD-ReSTART first increases and then decreases. The most significant improvement is in Scenarios 2, 3, and 4. In Scenario 5 with a large number of ambulances, which is the most optimistic case considered in this study, the performance improvement is the smallest. This is because under Scenario 5, delaying transportation of the delayed patients affects them the least, so one can “afford” to use START by transporting all immediate patients first before moving on to the delayed patients. In Scenario 1, on the other hand, survival probabilities for both types of patients are so low that there is not much room for reduction in critical mortality. As a result, the difference between the performances of any two priority policies cannot be large. Nevertheless, even under such a pessimistic scenario, the mean improvement by QD-ReSTART is statistically significant regardless of the number of ambulances.

The number of available ambulances also has a clear effect on the performance improvement achieved by QD-ReSTART. Under all scenarios, the improvement with QD-ReSTART is larger when there are fewer ambulances. When there are many ambulances available, even when all immediate patients have priority over all delayed patients, the transportation of delayed patients will not be delayed very long. However, when resources are scarce, by switching the priority to delayed patients after a certain period of time, QD-ReSTART saves more of these delayed patients who would otherwise have a lower chance of survival when they are transported.

From Table 1, we also observe that the performance of QD-ReSTART is at least as good as that of InvSTART in all instances considered. Perhaps not surprisingly, in contrast with START, InvSTART does better in pessimistic scenarios, with a performance matching that of QD-ReSTART.
In the more optimistic scenarios, InvSTART performs poorly, especially when there are many ambulances. This is because InvSTART transports delayed patients first at the expense of delaying immediate patients, even though delayed patients can actually “afford” to wait longer.

Finally, we compare QS-ReSTART with START, InvSTART, and QD-ReSTART in terms of the critical mortality rate in Table 2. We can observe that the mean improvements over START and InvSTART using QS-ReSTART are smaller than those using QD-ReSTART, but not drastically. This same observation is reflected in the negative values in the direct comparison with QD-ReSTART: QS-ReSTART performs worse than QD-ReSTART but only by a relatively small amount. This suggests that QS-ReSTART would be a reasonable alternative to QD-ReSTART if time-dependent priority levels turn out to be difficult to implement in practice. Note that under each scenario, for any given number of ambulances at least one of START or InvSTART performs very similarly to QS-ReSTART. This is expected since QS-ReSTART essentially chooses one of the two.

### Table 2 Mean reduction in the critical mortality rate obtained using QS-ReSTART as opposed to START, InvSTART, or QD-ReSTART (negative numbers indicate an increase in critical mortality).

<table>
<thead>
<tr>
<th>K</th>
<th>Mean HW Instances</th>
<th># Sig. Instances</th>
<th>Mean HW Instances</th>
<th># Sig. Instances</th>
<th>Mean HW Instances</th>
<th># Sig. Instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.6% 0.1% 223</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
</tr>
<tr>
<td>10</td>
<td>0.5% 0.1% 223</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
</tr>
<tr>
<td>15</td>
<td>0.4% 0.0% 223</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
</tr>
<tr>
<td>5</td>
<td>2.8% 0.2% 465</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
</tr>
<tr>
<td>10</td>
<td>1.9% 0.1% 465</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
</tr>
<tr>
<td>15</td>
<td>1.1% 0.1% 465</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
</tr>
<tr>
<td>5</td>
<td>6.0% 0.2% 499</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
<td>-0.2% 0% 0%</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
</tr>
<tr>
<td>10</td>
<td>1.5% 0.1% 498</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
<td>-0.6% 0% 0%</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
</tr>
<tr>
<td>15</td>
<td>0.0% 0.0% 55</td>
<td>0.2% 0.0%</td>
<td>230</td>
<td>-0.5% 0% 0%</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
</tr>
<tr>
<td>5</td>
<td>6.2% 0.1% 500</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
<td>-0.6% 0% 0%</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
</tr>
<tr>
<td>10</td>
<td>0.0% 0.0% 32</td>
<td>0.7% 0.1%</td>
<td>339</td>
<td>-1.1% 0% 0%</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
</tr>
<tr>
<td>15</td>
<td>0.0% 0.0% 0</td>
<td>2.3% 0.0%</td>
<td>500</td>
<td>-0.1% 0% 0%</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
</tr>
<tr>
<td>5</td>
<td>0.9% 0.1% 283</td>
<td>0.2% 0.1%</td>
<td>89</td>
<td>-1.3% 0% 0%</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
</tr>
<tr>
<td>10</td>
<td>0.0% 0.0% 0</td>
<td>3.3% 0.0%</td>
<td>500</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
</tr>
<tr>
<td>15</td>
<td>0.0% 0.0% 0</td>
<td>2.8% 0.0%</td>
<td>500</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
</tr>
</tbody>
</table>

### 6.3. Sensitivity Analysis on the Reward Functions

To evaluate whether similar performance improvement could be achieved even without precise knowledge of the reward functions, we conducted a sensitivity analysis for the $\beta$ parameters in the fitted reward functions given by (3). We repeated the simulations on the same instances used in the study presented in Section 6.2. However, this time, for each instance, we randomly perturbed the time-zero probability $\beta_0$, the scale parameter $\beta_1$, and the shape parameter $\beta_2$, for both reward functions that are used as inputs to the simulation runs, but we did not perturb the reward functions while determining the operating parameters of the QD-ReSTART(0.5) and QS-ReSTART(0.5) policies (i.e., $t_m$). This way, we were able to test the performance of QD-ReSTART and QS-ReSTART policies when the estimates for reward functions were not accurate.

We considered two experimental settings for the perturbations. In Setting 1, each $\beta$ parameter was equally likely to decrease 10%, decrease 5%, stay the same, increase 5%, or increase 10%,...
whereas in Setting 2, each $\beta$ parameter was equally likely to decrease 20%, decrease 10%, stay the same, increase 10%, or increase 20%. In the interest of space, we here provide results only on Setting 1 and note that the main conclusions under Setting 2 are similar but the differences between the perturbed and original results are more pronounced. We also do not report our sensitivity results on the comparison of ReSTART policies with InvSTART here because the insights gained are very similar for those obtained on the comparison with START.

The results of the sensitivity analysis of comparison of ReSTART policies with START under Setting 1 are summarized in Table 3. This table follows the same format as Table 2, except that we now separate the number of instances where ReSTART policies are statistically better from those in which they are statistically worse, both at a significance level of 0.05.

From this sensitivity analysis, we observed that while a few of the perturbed instances resulted in an increase in critical mortality, the vast majority of instances still saw improvement using QD-ReSTART. Even the first quartile had non-negative improvement over both START and InvSTART in every scenario, and QD-ReSTART performed worse than START only in 2 [82] instances (out of the 7500 simulated) at the 0.05 significance level under Setting 1 [2]. QS-ReSTART has similar trends in average performance, but START performed better than QS-ReSTART in a larger number of instances (203 [281] of the 7500 simulated under Setting 1 [2]) at the 0.05 significance level. Hence, QS-ReSTART appears to be less robust to perturbations or changes in the reward functions than QD-ReSTART. This difference can be attributed to the fact that under QD-ReSTART, a small change in the value of $t_m$ due to imperfect information about reward functions will only lead to a correspondingly small change in $t^*$, which will not affect the policy significantly. On the other hand, under QS-ReSTART, a change in the value of $t_m$ could lead to a complete reversal of the policy (from START to InvSTART or vice versa).
7. Adapting ReSTART to Changing Conditions on the Field

This section relaxes some of the fundamental assumptions that we made when building our mathematical and simulation models in the earlier sections. In particular, we make three structural changes to our original setup. First, since this paper focuses on incidents where no extensive search-and-rescue effort is needed, we originally assumed that all patients are accounted for immediately. However, even when no significant time is needed to locate and prepare patients for transportation, there could be still some delays in having some of the patients ready for transport. Hence, in this section, we will consider the possibility that not all patients are available at time zero and thus there is a delay in not only having these patients available but also knowing how many patients there are in total.

Second, we originally assumed that all patients are classified into the delayed and immediate categories correctly. In reality, triage is prone to errors. More specifically, there are two types of triage errors: undertriage, when a patient who should have been classified as immediate is classified as delayed, and overtriage, when a patient who should have been classified as delayed is classified as immediate. Taking these misclassification errors into the decision making process is actually a subtle issue because it is tightly related to the estimation of the survival probabilities. Because classification errors are common in triage, survival probability functions can (and should) be estimated by taking this fact into account explicitly. Nevertheless, in practice, classification errors can be even more significant than the normally anticipated levels and thus it is of interest to investigate their effect on the performance of prioritization policies. Thus, in this section, we will also consider the possibility that patients are misclassified as a result of triage.

Third, in connection with the second issue, our original model assumed that patients are not triaged again after time zero, which may be the case in practice due to lack of resources or poor organization. However, because many from the emergency response community emphasize the importance of retriage and because our new set of relaxed conditions that allow misclassification make retriage a meaningful action, we now assume that patients will go through retriage some time after the start of the response effort.

The main difficulty that arises as a result of the explicit consideration of these new features is that there is a delay of information not only on the actual number of patients from each class but also on the total number of patients who will need to be transported. As one can observe from Figure 2, an incorrect estimate of the number of patients can change the specific prescription by ReSTART policies, which would possibly degrade their performance. In the remainder of this section, we discuss how one can use ReSTART policies in an adaptive way and test by means of a simulation study how their performance is affected by misclassification errors, delayed availability of patients, and retriage.

7.1. Adaptive QD-ReSTART and QS-ReSTART

Adaptive QD-ReSTART is essentially QD-ReSTART with policy parameters updated regularly or every time an event provides new information on the number of patients. This event could be the arrival of a new patient (which could change \( n_I, n_D, \) and \( n_I + n_D \)) or retriage (which could change \( n_I \) and \( n_D \) but not \( n_I + n_D \)). More specifically, adaptive QD-ReSTART uses the most up-to-date information on the number of patients in each class and determines which class should get a priority by following the QD-ReSTART description provided in Section 5 and using the \( \tau \) value updated with respect to the current time \( t \), which we call \( \tau(t) \). In particular, we let \( \tau(t) = t_m - t - n_D(t)\theta\phi/K \), where \( n_i(t) \) is the number of patients categorized as class \( i \in \{I, D\} \) at time \( t \). (Note that \( \tau(0) \) corresponds to \( \tau \) in the description of QD-ReSTART provided in Section 5.) Thus, \( \tau(t) \) changes with the number of delayed patients but not with the number of immediate patients. Similarly, one could obtain an adaptive version of QS-ReSTART as follows: at time \( t \), use START if \( n_I(t) + n_D(t) \leq K(t_m - t)/(\phi\theta) \) and use InvSTART otherwise.
7.2. Performance of Adaptive ReSTART policies

In this section, we report the results of a numerical study on the performance of the adaptive QD-ReSTART and QS-ReSTART policies. In this study, we used the same experimental setup as in Section 6.2 for the total number of patients, the number of ambulances, and the survival probability functions, which gave us the same 7500 problem instances. However, this time, we also considered the possibility that there is some delay in having some of the patients ready for transportation and that the triage classification is imperfect. We assumed that the reward functions are the same (and have the same time origin at $t = 0$) for the patients who are ready to transport as those for patients who are not ready. We also assumed that patients would go through triage once again at some point during the response effort.

We conducted two separate simulation studies. In Study 1, we assumed that all patients are available for transportation at time zero; however, each patient can be misclassified. Retrospective studies of mass-casualty incidents found that while the overtriage rate is typically high, the undertriage rate is usually very low. For example, Frykberg (2005) reports a range of 20–80% for overtriage, while undertriage is almost non-existent. To account for the relatively wide range of possible overtriage rates, we simulated each instance twice, once with a moderate overtriage probability of 0.4, and another time with a high overtriage probability of 0.6. (We let $p_O$ denote the overtriage probability.) We set the undertriage probability for each immediate patient to 0.05. For both cases, we assumed that patients who are still waiting for transportation 40 minutes after the incident go through retriage, which then reveals patients’ true classifications. The choice of 40 minutes as the retriage time is largely arbitrary. In practice, emergency responders are urged to conduct retriage to identify cases of overtriage and undertriage (Mistovich and Karren 2007), but START and similar policies lack a standard dictating when retriage should occur (Lerner 2008).

We considered four different policies, namely the adaptive versions of START, InvSTART, QD-ReSTART, and QS-ReSTART. Note that here START and InvSTART are adaptive in the sense that they use the updated classifications as a result of retriage. This is somewhat different from the notion of being adaptive for QD-ReSTART and QS-ReSTART, under which not only the classification of patients but also the structure of the policy may change due to retriage. Our results on the comparison of QD-ReSTART with START are summarized in Table 4 under the column labeled Study 1. Numbers given are the mean percentage improvement in the critical mortality rate when using the adaptive version of QD-ReSTART as opposed to START. Comparison with Table 1 reveals that with misclassification and retriage, the improvements by adaptive QD-ReSTART over START are slightly lower but they are still significant. In the interest of space, we do not present here our results on the comparison of QD-ReSTART with InvSTART, which provided similar conclusions. We also omit our results on the performance of QS-ReSTART under Study 1 because the performance does not change much compared to the case without misclassification and retriage, which is reported in Table 2. This is an expected result because QS-ReSTART depends only on the total number of patients, and hence, the policy structure does not change with misclassification errors.

In Study 2, we considered two cases where not all patients are available at time zero. In particular, under the moderate-unavailability case, each patient has a probability 0.6 of being available at time zero, a probability 0.2 of being available at $t = 20$ minutes, and a probability 0.2 of being available at $t = 40$ minutes. For the high-unavailability case, each patient has a probability 0.2 of being available at time zero, has a probability 0.4 of being available at $t = 30$ minutes, and a probability 0.4 of being available at $t = 60$ minutes. Initial triage is assumed to have been done immediately after each arrival and a retriage is carried out once all patients are available. We also assume a moderate overtriage probability of 0.4 and a low undertriage probability of 0.05. The decision maker does not have advance knowledge of how many patients there are in total and the
times at which new patients are going to become available. Therefore, idling to wait for a higher priority patient is not considered as long as there are patients in need of transport.

Results on the comparison of QD-ReSTART and QS-ReSTART with START under Study 2 are provided in Table 4. These results show that while the performance improvement with adaptive ReSTART policies is smaller than in the case where all patients are available at time zero, it is still significant, especially in Scenarios 2, 3, and 4 with a low level of resources. As expected, the performance improvement decreases when more patients are unavailable at time zero and they are unavailable for a longer period of time.

Table 4 Mean and 95% half-width for reduction in the critical mortality rate obtained using adaptive ReSTART policies instead of START for different simulated scenarios.

<table>
<thead>
<tr>
<th></th>
<th>QD-ReSTART (Study 1)</th>
<th>QD-ReSTART (Study 2)</th>
<th>QS-ReSTART (Study 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$p_0 = 0.4$</td>
<td>$p_0 = 0.6$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>HW</td>
<td>Mean</td>
</tr>
<tr>
<td>Scenario 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.5%</td>
<td>0.1%</td>
<td>0.5%</td>
</tr>
<tr>
<td>10</td>
<td>0.4%</td>
<td>0.0%</td>
<td>0.3%</td>
</tr>
<tr>
<td>15</td>
<td>0.3%</td>
<td>0.0%</td>
<td>0.2%</td>
</tr>
<tr>
<td>Scenario 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2.5%</td>
<td>0.1%</td>
<td>2.3%</td>
</tr>
<tr>
<td>10</td>
<td>1.6%</td>
<td>0.1%</td>
<td>1.4%</td>
</tr>
<tr>
<td>15</td>
<td>0.9%</td>
<td>0.1%</td>
<td>0.8%</td>
</tr>
<tr>
<td>Scenario 3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>5.6%</td>
<td>0.2%</td>
<td>5.3%</td>
</tr>
<tr>
<td>10</td>
<td>1.7%</td>
<td>0.1%</td>
<td>1.6%</td>
</tr>
<tr>
<td>15</td>
<td>0.5%</td>
<td>0.0%</td>
<td>0.4%</td>
</tr>
<tr>
<td>Scenario 4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>6.3%</td>
<td>0.1%</td>
<td>6.0%</td>
</tr>
<tr>
<td>10</td>
<td>1.1%</td>
<td>0.0%</td>
<td>1.1%</td>
</tr>
<tr>
<td>15</td>
<td>0.1%</td>
<td>0.0%</td>
<td>0.1%</td>
</tr>
<tr>
<td>Scenario 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2.4%</td>
<td>0.1%</td>
<td>2.4%</td>
</tr>
<tr>
<td>10</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>15</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
</tbody>
</table>

8. Conclusions

With this work, we have demonstrated that it is possible to design a prioritization policy that takes into account the three main components of the mass-casualty triage problem (i.e., the size of the event, availability of resources, and dependence of survival probabilities on time) in a very simple way, and performs better, substantially at times, than the common practice (START) that largely ignores these components. In particular, using a fluid formulation, we identified characteristics of “good” resource-based prioritization policies, which led to a simple policy that we call ReSTART and its variations. Using realistic simulations with data from emergency medicine literature, we have observed that these policies have the potential to improve the critical mortality rate over START.

It would be naive to claim that ReSTART policies are readily available for implementation in the exact same way we described them here. Any such policy that would radically change the adopted practice needs to be scrutinized carefully by the medical community before being formally proposed as an alternative, and such scrutiny may necessitate some adjustments. Nevertheless, we believe that the structural properties of ReSTART provide insights that can be useful in efforts to develop resource-based prioritization policies in practice. For example, we have observed that it is best to follow START (i.e., to give priority to immediate patients at all times) when there are few patients compared with the number of available resources and best to follow InvSTART (i.e., to
give priority to delayed patients at all times) when there are many delayed patients. Otherwise, it is best to use a policy that prioritizes immediate patients initially but switches to delayed patients at some point in time. ReSTART gives a precise description of this structure by quantifying what few patients, many delayed patients, and some point in time really mean. Even if practitioners do not follow this description exactly, they can still build another policy having a structure that is similar to that of ReSTART, perhaps by coming up with new definitions for what it means to have few patients or many delayed patients. In short, our analytical characterization can provide a broad outline for the type of policy that is expected to work well in practice.
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