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7 Processing Characteristics of Monaural Tone Detection

A Reaction-Time Perspective on a Classic Psychoacoustic Problem

Jennifer J. Lentz, Yuan He, Joseph W. Houpt, Julia M. Delong, and James T. Townsend

7.1 Introduction

One of the most fundamental characteristics of the auditory system is that of frequency analysis. At the level of the cochlea, the basilar membrane can be likened to a bank of filters that separates the various frequencies of complex sounds akin to Fourier analysis. In this distributed system, high-frequency sounds are represented at one end of the cochlea (the base, near the stapes), whereas low-frequency sounds are represented at the apical end.

This tonotopic organization is maintained throughout all levels of the auditory system in which different neural populations are tuned to different frequencies. Notably, perception is that of unified complex sounds. Consequently, one of the fundamental research endeavors in psychoacoustics is elucidating the mechanisms that are responsible for combining information across frequencies to form these unified percepts.

Although there are many different approaches one may take to study this process, early experiments measured performance for the detection of a single tone in noise and compared that performance with the detection of more than one tone embedded in noise (Green, 1958; Marill, 1956; Schafer & Gales, 1949). Today, it is generally accepted that the detection of long-duration, independently represented\(^1\) tones follows Green’s energy model (Green, 1958). This model posits that the detection of two or more tones is based on a linear combination of the detectability of the individual tones. Detection is predicted to improve with increasing number of tones following

\[d' = \sqrt{\sum_{n=1}^{N} d_n^2},\]

where \(N\) is the number of tones. Essentially, such a model is equivalent to statistical summation of independent random variables generated by each tone (e.g., Tanner Jr., 1956).

In a forced-choice experiment, Green’s energy detection model predicts a threshold improvement of \(10 \log \sqrt{N} = 5 \log N\), or a 1.5 dB improvement for each doubling of \(N\). As mentioned earlier, most empirical studies demonstrate that human listeners tend to achieve such improvements (Buus, Schorer, & Zwicker, 1986; Green, McKey, & Licklider, 1959; Hicks &
signal detection theory. An analogous way of thinking about this is an architecture that assumes that the tones are processed by independent channels, and these variables are integrated, or combined, before a decision is made. However, we are unable to evaluate the nature of the architecture using the accuracy methods described previously. Although it is typical and intuitive in the auditory realm to assume that the architecture is parallel for the simultaneous presentation of two tones (see Durlach, Braida, & Ito, 1986, for a commonly assumed parallel model), the same performance scores are often achievable with various different architectures.

Further, there are multiple variants of architecture related to parallel models (as will be discussed in this chapter), and the literature on accuracy is insufficient to distinguish between these models. RT techniques can allow an elucidation of the architectural network for spectral integration. Combined with the large foundation of accuracy data, this complementary approach may greatly refine and improve the models that exist for the detection of complex sounds by the auditory system.

As mentioned earlier, there are limited data available that have applied RT measurements to the detection of one versus many tones. In one monaural study of note, Wagner, Florentine, Buus, and McCormack (2004) demonstrated that broadband noise elicited a faster RT than narrowband noise when measured at the same sound pressure level. Because Wagner et al.'s primary goal was to establish whether RT was determined by loudness rather than sound pressure level, it is ultimately difficult to make a quantitative assessment of the rate of spectral integration. However, as increasing the stimulus bandwidth increases both loudness and number of auditory channels stimulated, their study may be the first to relate RT to spectral integration. The remaining few studies in existence have been accomplished in the binaural domain, where one tone is presented to one ear and a second tone presented to the other. Consequently, we will review the literature on the binaural detection of multiple sounds, but with the knowledge that the complex interactions occurring within the central auditory system may not generalize to detection of tones presented to the same ear.

When two tones are presented together (and the two ears are stimulated simultaneously—a binaural presentation), mean RTs are faster than for single ear (or single-tone) detection. Chochohle first demonstrated this result in 1944, and later Simon (1967) demonstrated that the difference in mean RT between binaural and monaural stimulation was very small (about 4 ms for an average 200 ms RT) but statistically significant. More recently, Schlittenlacher, Ellermeier, and Arsenneau (2014) also demonstrated a 5–10 ms binaural advantage over monaural stimulation in RT. Thus we see that detection is faster for stimulation of the two ears, but evaluating mean RTs does not allow strong conclusions regarding the mechanisms responsible for the two-ear facilitation.

Schröter, Ulrich, and Miller (2007) undertook a seminal RT-based study within the domain of redundant signals literature in which RT distributions
were evaluated for detection of a 300 ms, 60 dB sound pressure level (SPL) pure tone presented to the left ear, the right ear, or both ears. Schröter et al.'s study was critical in that it evaluated RT distributions rather than mean RTs. Importantly, the distributional approach yields a more complete diagnostic test of integration. Whether the two tones presented to the different ears had identical or different frequencies, there was little evidence for a redundant-signals benefit. That is, although RTs were slightly faster for detecting two tones versus one tone, the increase in RT was less than would be expected under probability summation. Their interpretation is that the two ears may not be able to be treated as independent channels. Whether the same result will occur for stimulation by multiple tones to the same ear is yet to be tested.

Further, Schröter et al.'s study did not explicitly evaluate whether inhibitory mechanisms across the ears could have yielded their result or whether attentional resource limitations were at the source. Both explanations are possible sources for the limited dual-ear benefit. The suite of tools from the theory-driven RT methodology Systems Factorial Technology (SFT) originated by Townsend and colleagues (e.g., Schweickert, 1978; Schweickert & Townsend, 1989; Townsend & Nozawa, 1995; Townsend & Wenger, 2004b) allow a thorough assessment of these two explanations.

This methodology permits the simultaneous assessment of a number of critical information processing mechanisms within the same experimental paradigm. These tools will allow an analysis of resource allocation and interaction between the two ears and also provide for psychophysical assessment in high-accuracy situations.

As mentioned earlier, RTs can be measured under conditions at very high stimulus levels associated with high accuracy, tapping into different locations on the psychometric function. RT measures can provide a complement to accuracy-based measures in our attempt at converging on a unified understanding of the mechanisms responsible for perception. Since the broad suite of tools available in SFT has not heretofore been implemented in auditory perception, except for a single study by Lentz, He, and Townsend (2014), which focused on binaural masking phenomena, the following section provides a brief overview.

### 7.1.1 Architecture

One of the first issues to address is the form, or the architecture, used by a system. We define serial processing as processing things one at a time or sequentially, with no overlap among the successive processing times. Parallel processing means processing all things simultaneously, although it is allowed that each process may finish at different times (e.g., Townsend & Ashby, 1983; Townsend, Yang, & Burns, 2011). Parallel coactive processing refers to a system in which the channels are summed together before a decision is made (Houpt & Townsend, 2011; Townsend and Nozawa, 1995). These three models are illustrated graphically in Figure 7.1.

For decades, the almost universal practice in testing serial versus parallel processing has been to vary the processing load (i.e., number of inputs, \( n \)), and then to plot the slopes of the mean response times as a function of \( n \). If the slope of such a graph differs significantly from zero, then processing is declared to be serial. If it does not differ significantly from zero, parallel processing is inferred. This reasoning is fallacious on several grounds (see Townsend, 1990; Townsend et al., 2011), and although thorough discussion is beyond the scope of this chapter, more sophisticated techniques are needed to assess architecture than simply varying the processing load.

Sternberg's celebrated additive factors method (Sternberg, 1969) offered a technique that avoided the aforementioned conundrum and could affirm or deny serial processing. The new method, which Sternberg viewed as a natural extension of Donders's (1869) method of subtraction, was based on the notion of "selective influence" of mean processing times, which stipulated that each experimental factor affects one and only one psychological subprocess at the level of means. The challenge there was that the method did not directly test other important architectures such as parallel systems. Also, there was a lack of mathematical proof for the association of "factors that are additive" even with serial processing if the successive times were not stochastically independent and, again, there was no clear way to include other architectures.

As we will discuss in the subsequent section in more detail, Townsend and colleagues proved that if selective influence acted at the level of distributional ordering, many different architectures, including parallel and
serial ones, could be discriminated at the level of mean RTs (Townsend, 1984, 1990; Townsend & Ashby, 1983; Townsend & Schweickert, 1989). Selective influence at the level of the RT distributions provides even stronger inferences (Townsend & Nozawa, 1995; Townsend & Wenger, 2004a).

However, we also must discuss independence versus dependence of channels, stages, or subsystems (these terms can be used interchangeably, although the term stages is sometimes restricted to serial systems and channels to parallel systems). In serial processing, if the successive items are dependent, then what happens on a, say, can affect the processing time for b. Although it is still true that the overall mean exhaustive time will be the sum of the two means, the second, say b, will depend on a’s processing time. In a parallel system, speeding up a could either speed up or slow down b because they are being processed simultaneously; inhibition or facilitation (or both) can take place during a single trial, while processing is ongoing. Townsend and Wenger (2004b) discuss this topic in detail, and interactions between channels may occur readily within the auditory system. Unfortunately, strong interactions between channels could manifest themselves in a loss of measurable selective influence.

7.1.1.1 Stopping or Decision Rule: When Does Processing Cease?

No predictions can be made about processing times until the model designer has a rule for when processing stops. In some high-accuracy situations, such as search tasks, it is usually possible to define a set of events, any one of which will allow the processor to stop without error. In search of a set of targets, then, the detection of any one of them may in some cases serve as a signal to cease processing.

A special case ensues when exactly one sought for target is present. In any task where a subset of the display or memory items is sufficient to stop without error, and the system processor is capable of stopping (not all may be), as noted earlier, the processor is said to be capable of self-termination. Because many earlier investigations (e.g., Sternberg, 1966) studied exhaustive versus single-target search, self-termination was often employed to refer to the latter, although it can also have generic meaning and convey, say, first-termination when the completion of any of the present items suffices to stop processing. The latter case is often called an OR design because completion of any of a set of presented items is sufficient to stop processing and ensure a correct response (e.g., Egeth, 1966; Townsend & Nozawa, 1995).

The OR design can be visualized in Figure 7.1 in which an OR operation would be placed at the gate. In the serial example, input a could stop processing prior to input b being fully processed, as the decision could be made with either input passing through the OR gate. In the parallel example, either a or b could stop processing—both inputs need not be received by the decision element for a decision to be made. Notably, one could call this a race model, as detection is determined by the first input to reach the decision element.

If all items or channels must be processed to ensure a correct response, then exhaustive processing is entailed. For instance, on no-target (i.e., nothing present but distractors or noise) trials, every item must be examined to guarantee no targets are present. In an experiment where, say, all n items in the search set must be a certain kind of target, called an AND design, exhaustive processing is forced on the observer (e.g., Sternberg, 1966; Townsend & Nozawa, 1995). The AND design can also be visualized in Figure 7.1 in which an AND operation would be placed at the gate. In the serial example, input a would need be processed first and input b would be processed second. In the parallel example, both inputs must reach the decision element. In both cases, a decision cannot be made until processing has been completed for both a and b.

To some extent, the stopping rule is determined by the experimental design—participants can be asked to respond to either input a or input b (an OR task) or both input a and input b (an AND task). Nevertheless, as intimated earlier, some systems may by their very design have to process everything in the search set, so the question of the stopping rule is of interest even when, in principle, self termination is a possibility.

Importantly, the techniques developed by Townsend and colleagues (e.g., Townsend, 1984, 1990; Townsend & Ashby, 1983; Townsend & Schweickert, 1989) allow a rigorous analysis of system architecture. Consider an experimental design (commonly referred to as a double-factoring design) in which the two experimental variables (a and b) are presented at two different levels (1 and 2). The levels should be selected as to manipulate RTs (e.g., level 2 might be associated with a faster RT than level 1). To evaluate architecture, we must present the two variables together at each combination of levels (a1b1, a1b2, a2b1, a2b2). Let us define $\bar{RT}_{11}$ as the mean RT for when stimulus a is presented at level 1 and stimulus b is present at level 1. We then define the mean interaction contrast as follows:

$$MIC = \bar{RT}_{11} + \bar{RT}_{22} - \bar{RT}_{12} - \bar{RT}_{21}.$$  \hspace{1cm} (7.1)

The value of the MIC (positive, zero, or negative) qualitatively provides for distinguishing between the various serial and parallel models. Subsequent work, and that which we attempted to implement here, extended such theorems to the more powerful level of entire RT distributions (Townsend & Nozawa, 1995; Townsend & Wenger, 2004b). Rather than simply using mean RTs, this work uses the full distributions characterized as
survivor functions, which are determined from the cumulative distribution functions \( S(t) = 1 - F(t) \). The survivor interaction contrast is defined as follows and can be evaluated for all RTs:

\[
SIC(t) = S_{11}(t) + S_{22}(t) - S_{12}(t) - S_{21}(t).
\] (7.2)

We can use the MIC (Equation 7.1) and the more rigorous SIC functions (Equation 7.2) to evaluate the architecture as long as we have evidence for selective influence. Table 7.1 shows the general patterns of MIC and SIC functions for the various architectures, whereas Figure 7.2 plots the patterns of SIC functions expected.

### Table 7.1 Summary of mean and survivor interaction contrast propositions.

<table>
<thead>
<tr>
<th>MIC</th>
<th>SIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-terminating parallel</td>
<td>Positive</td>
</tr>
<tr>
<td>Exhaustive parallel</td>
<td>Positive</td>
</tr>
<tr>
<td>Self-terminating serial</td>
<td>Negative</td>
</tr>
<tr>
<td>Exhaustive serial</td>
<td>Negative</td>
</tr>
<tr>
<td>Channel summation</td>
<td>Zero</td>
</tr>
<tr>
<td></td>
<td>Negative going to positive</td>
</tr>
</tbody>
</table>

#### 7.1.2 Capacity and Workload Capacity: Various Speeds on a Speed Continuum

Capacity generally refers to the relationships between the speeds of processing in RT tasks. Workload capacity will refer to the effects on efficiency as the workload is increased. For greater mathematical detail and in-depth discussion, see Townsend and Ashby (1978), Townsend and Nozawa (1995), and Townsend and Wenger (2004a). Wenger and Townsend (2000a) offer an explicit tutorial and instructions on how to carry out a capacity analysis.

Informally, the notion of unlimited capacity refers to the situation when the finishing time of a subsystem (item, channel, etc.) is identical to that of a standard parallel system; that is, the finishing times of the distinct subsystems are parallel, and the average finishing times of each do not depend on how many others are engaged. Limited capacity refers to the situation when item or channel finishing times are less than what would be expected in a standard parallel system. Super capacity indicates that individual channels are processing at a rate even faster than standard parallel processing. Figure 7.3 illustrates the general intuitions accorded these concepts, again in an informal manner. The size of the cylinders provides a description of the amount of resources available.

![Figure 7.2](image)

**Figure 7.2** Predicted shapes of SIC functions for the various forms of architecture and stopping rules. Serial systems are shown in the left panels and parallel systems in the right. The upper panels depict AND predictions and the middle panels depict OR predictions, with the bottom right panel showing coactive predictions.

![Figure 7.3](image)

**Figure 7.3** Graphical intuition of a system's behavior under different capacity bounds: unlimited capacity, limited capacity, and super capacity.
The stopping rule obviously affects overall processing times, so one must consider the architecture, the stopping rule, and the resource allocation of a system when evaluating RTs. Therefore, our benchmark is to assess capacity (i.e., efficiency of processing speed) in comparison with standard parallel processing with specification of a particular stopping rule. Consider that a standard parallel system with an OR gate will predict decreases in mean RT as a function of the number of items undergoing processing (because all items are targets). However, we would consider this system unlimited capacity, rather than super, as the predictions arise from a standard parallel model (i.e., unlimited capacity with independent channels). Importantly, observe that each of the standard serial predictions would be measured as limited capacity because each stopping rule, they are slower than the predictions from standard parallel processing.

Although we can measure mean RTs, there are various ways of measuring this speed, and the mean is a rather coarse level of capacity measurement. A much stronger gauge is found in the cumulative distribution function $F(t)$ RT distribution, and the hazard function $h(t)$ (to be discussed momentarily) is an even more powerful and fine-grained measure. Ordering on the distribution or hazard-function level is a special case of a hierarchy on the strengths of a vital set of statistics (Townsend, 1990; Townsend & Ashby, 1978).

The ordering establishes a hierarchy of strength because, say, if $F_a(t) > F_b(t)$, then the mean of $a$ is less than the mean of $b$. However, the reverse implication does not hold (ordered means do not imply ordering of the cumulative distribution functions). Thus ordering at the distributional level is much more powerful than ordering of the means. Obviously, if the cumulative distribution functions are ordered, then so are the survivor functions ($S(t) = 1 - F(t)$). That is, $F_a(t) > F_b(t)$ implies $S_a(t) < S_b(t)$. Similarly if $h_a(t) > h_b(t)$, then $F_a(t) > F_b(t)$, but not vice versa, and so on.

There is a useful measure that is at the same strength level as $F(t)$ or $S(t)$, as it is a monotonic transformation. This measure is defined as $-\ln S(t)$. Wenger and Townsend (2000a) illustrate that this is actually the integral of the hazard function $h(t)$ from zero to $t$ ($H(t)$ e.g., Wenger & Townsend, 2000b; see also Neufeld, Townsend, & Jetrè, 2007). We thus write the integrated hazard function as $H(t) = -\log[S(t)]$. Although $H(t)$ is of the same level of strength as $S(t)$, it has some very helpful properties not directly shared by $S(t)$.

It has been demonstrated that when processing is of this form, that is, standard parallel, the sum of the integrated hazard functions for each item presented alone is precisely the value, for all times $t$, of the integrated hazard function when both items are presented together (Townsend & Nozawa, 1995). That is, $H_a(t) + H_b(t) = H_{a+b}(t)$. This intriguing fact suggests the formulation of a new capacity measure, which Townsend and Nozawa (1995) called the workload capacity coefficient $C(t) = H_{a+b}(t) / (H_a(t) + H_b(t))$; that is, the ratio of the double item trials over the sum of the single target trials.

If this ratio is identical to one for all $t$, then the processing is considered unlimited, as it is identical to that of an unlimited capacity-independent parallel model. If $C(t)$ is less than one for some value of $t$, then we call processing limited. For instance, either serial processing of the ordinary kind or a fixed-capacity parallel model that spreads the capacity equally across $a$ and $b$ predicts $C(t) = \frac{1}{2}$ for all times $t > 0$. If $C(t) > 1$ at any time (or range of times) $t$, then we call the system super capacity for those times. A tutorial on capacity and how to test it in experimental data is offered in Wenger and Townsend (2000a). In a recent extension of these notions, it has been shown that if configurational parallel processing is interpreted as positive interactive parallel channels (thus being dependent or positively correlated rather than independent), then configurational processing can produce striking super capacity (Eidels, Houpt, Altieri, Pei, & Townsend, 2011; Townsend & Wenger, 2004a).

Subsequently, a general theory of capacity was formulated that permitted the measurement of processing efficiency for all times during a trial (Townsend & Nozawa, 1995; Townsend & Wenger, 2004b). Employing standard parallel processing as a cornerstone, the theory defined unlimited capacity as efficiency identical to that of standard parallel processing in which case the measure is $C(t) = 1$. It defined limited capacity as efficiency slower than standard parallel processing. For instance, standard serial processing produces a measure of capacity of $C(t) = \frac{1}{2}$. Interestingly, that is the same prediction as that of a limited capacity parallel system, which divides all the capacity that was present for $N = 1$ across all the channels for $N > 1$, a so-called fixed capacity parallel system. And finally, the theory defined super capacity as processing with greater efficiency than standard parallel models could produce; that is, $C(t) > 1$.

In sum, our measuring instrument is that of the set of predictions by unlimited-capacity independent parallel processing (UCIP). As mentioned earlier, unlimited capacity means here that each parallel channel processes its input (item, etc.) just as fast when there are other surrounding channels working (i.e., with greater $n$) as when it is the only channel being forced to process information. The purpose of this paper is to apply these techniques, with a focus on evaluating the architecture for the detection of one versus two tones and the allocation of resources.

To most closely follow the experiments set forth by Green (1958) and subsequent repetitions, we adopted an OR task here, which required a participant to push a button when a sound was heard. Thus a participant would select "yes" if sound $a$, sound $b$, or sound $a + b$ was presented. By defining the experiment in this way, we can look for evidence of serial, parallel, or coactive processing using the architecture tools. We also assess resource limitations by measuring capacity.
7.2 Methods

7.2.1 Stimuli

As this study is the first robust implementation of SFT techniques to the auditory system, it was critical that we design stimuli with a number of constraints in mind. Most importantly, we wanted to ensure that the two tones were independently represented in the auditory system. Consequently, the frequencies selected are chosen to be well-spaced in frequency (in this case, more than two octaves apart: 500 and 3,020 Hz).

Stimuli were 350 ms duration, 500 and 3,020 Hz pure tones having 25 ms cosine-squared onset and offset ramps. These target tones were presented at two stimulus levels: 38 and 80 dB SPL. Although it may seem that these two stimulus levels are widely different, these levels were chosen such that distributional ordering would be observed for single-target trials; that is, the higher-level stimulus would be detected more quickly than the lower-level stimulus. We expected around a 50 ms difference in RT for the two different levels used here (Kohfeld, 1971).

7.2.1.1 Procedures

Four observers participated in experimental sessions lasting one to two hours. A single session consisted of 6–12 blocks of 128 trials. Each trial began with a visual warning of “listen” appearing on a computer monitor for 400 ms. A random-duration, uniformly distributed silent period ranging between 0 and 400 ms followed removal of the warning, when the trial began.

Following a standard double-factorial design, on each trial there were two possible events: A stimulus or a silent interval. Within a single block of 128 trials, 75% of the trials were stimulus trials (“Yes” trials): 25% of total trials contained only the 500 Hz tone, 25% contained only the 3,020 Hz tone, and 25% contained both 500 and 3,020 Hz tones. When single tones were presented, the High and Low stimulus levels were presented in equal proportions. When tones are presented together, four possible, equally probable subevents arise: High-High (HH), both tones at the High level; Low-Low (LL), both tones at the Low levels; High-Low (HL), with the 500 Hz tone at the High level and the 3,020 Hz tone at the Low level; and Low-High (LH), with the 500 Hz tone at the Low level and the 3,020 Hz tone at the High level. See Table 7.2 for a depiction of the various events. On the remaining 25% of trials, no stimulus (NS) was presented (“No” trials).

Two conditions had both tones presented either to the left ear or to the right ear. Trials were presented using a randomized block design in which the condition was selected randomly, and three blocks were run in that condition. Then, a new condition was selected and three blocks were again tested. Once the different condition types were tested, the order of the conditions was again randomly selected, and all blocks were retested three times. A total of 12 blocks were collected for each condition, yielding a total of 96 trials for each dual target (HH, LL, HL, and LH) and 192 trials for the single targets (H500, H3020, L500, and L3020).

Stimuli were presented to the observers at a 24,414 kHz sampling rate using a 24-bit Tucker Davis Technologies (TDT) RP2.1 real-time processor. We digitally summed the two tones at appropriate relative levels prior to playing them through a single channel of the RP2.1. We then passed the signals through a calibrated PA5 programmable attenuator and an HB6 headphone bufferconnected to a Sennheiser HD280 Pro headphone set, which was used to present signals to the listeners. We measured the RTs using a button box interfaced to the computer through the TDT hardware.

Four listeners, ranging in age from 19 to 44 participated in the experiment. All subjects had hearing thresholds of 15 dB HL or better in both ears at all audiometric frequencies. Obs. 4 is the first author.

Observers were instructed to respond as quickly to the signal tone as possible while attempting to provide correct responses. Using an “OR” design, observers were required to respond with the “yes” button if a tone was present. Otherwise, they were instructed to respond with the “no” button. The RT was measured from the onset of the tone stimulus. Percent correct was monitored in order to ensure that subjects achieved
high levels of performance. Note that we removed RTs below 80 ms or greater than 800 ms from the data set.

### 7.3 Results

#### 7.3.1 Single Targets

We first report the RT distributions to familiarize the reader with the data format and to present the robust RT distributional data. Figure 7.4 plots survivor functions for the high- and low-stimulus levels for the two frequencies presented to the left and right ears for a single subject. Recall that the survivor function $S(t)$ is simply $1 - F(t)$, where $F(t)$ represents the cumulative distribution function of RTs. We present data from a representative single subject (Obs. 2) because of the overwhelming similarity in the pattern of results across the subjects.

As one can see from Figure 7.4, there is little overlap in the distributions obtained for the High- and Low-stimulus intensities. Notably, all subjects demonstrated significantly faster RTs for the High intensity versus the Low intensity at both frequencies and for both ears. For all subjects at both frequencies and for both ears, Kolmogorov-Smirnov (KS) tests of survivor function orderings revealed significance well below the $p < 0.0001$ level between the high- and low-RT distributions. Consequently, the data present a compelling case that distributional ordering is present for single targets. Although some subjects showed one ear being faster than the other or one frequency being faster than the other at the distributional level, there were no systematic patterns across the four subjects in this regard.

Mean RTs are also listed in Table 7.3 to demonstrate the similarity in patterns of RTs across the subjects. We show geometric means due to the skewness of the RT distributions. On average, subjects are 43 ms faster at the High level than at the Low level.

![Figure 7.4 Survivor functions for the different types of single-target trials. Data from Obs. 2 reported.](image)

<table>
<thead>
<tr>
<th></th>
<th><strong>500 Hz</strong></th>
<th><strong>3020 Hz</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>High</strong></td>
<td><strong>Low</strong></td>
</tr>
<tr>
<td>Obs. 1</td>
<td>182.7</td>
<td>245.9</td>
</tr>
<tr>
<td>Obs. 2</td>
<td>205.4</td>
<td>237.8</td>
</tr>
<tr>
<td>Obs. 3</td>
<td>180.1</td>
<td>216.1</td>
</tr>
<tr>
<td>Obs. 4</td>
<td>244.0</td>
<td>299.7</td>
</tr>
<tr>
<td><strong>Mean</strong></td>
<td>201.5</td>
<td>248.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th><strong>500 Hz</strong></th>
<th><strong>3020 Hz</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>High</strong></td>
<td><strong>Low</strong></td>
</tr>
<tr>
<td><strong>Left</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Right</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 7.3.2 Dual Targets

Figure 7.5 plots the estimated survivor functions for the dual target data for the left ear (left panels) and for the right ear (right panels) for all subjects, and Table 7.4 reports the mean RT values for each of the trial types. When evaluating the mean RTs for all subjects, there is a strong ordering with $HH < HL \approx LH < LL$. Figure 7.5 also provides some support for distributional ordering at the individual level, but only Obs. 2 and 3 appear to have observable patterns of distributional ordering. This pattern is evident with survivor functions for HH being toward the left of the panels and LL being toward the right, with HL and LH (indicated by symbols) in between. However, Obs. 1's right ear and Obs. 4's left do not appear to have a strong ordering, as the HH and HL functions cross in the middle of the distributions. To establish whether there were statistically significant distributional orderings, KS tests of survivor function orderings were conducted and are reported in Table 7.5.
Table 7.5  *p* values for one-tailed KS tests for survivor function orderings obtained from the dual targets. Bolded values indicate statistical significance at the *p* < 0.05 level. HH was always faster than LL below the *p* < 0.0001 level. The ** indicates subjects for which the dominance tests pass for all comparisons.

<table>
<thead>
<tr>
<th></th>
<th>Left Ear</th>
<th></th>
<th>Right Ear</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Obs. 1</td>
<td>Obs. 2</td>
<td>Obs. 3**</td>
<td>Obs. 4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HH &lt;</td>
<td>0.47</td>
<td>0.17</td>
<td>0.048</td>
<td>0.37</td>
</tr>
<tr>
<td>LH</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HH &lt;</td>
<td>0.018</td>
<td>0.025</td>
<td>0.001</td>
<td>0.28</td>
</tr>
<tr>
<td>HL</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LL &gt;</td>
<td>&lt;</td>
<td>&lt;</td>
<td>0.0001</td>
<td>&lt;</td>
</tr>
<tr>
<td>LH</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
</tr>
<tr>
<td>LL &gt;</td>
<td>0.0023</td>
<td>&lt;</td>
<td>0.01</td>
<td>&lt;</td>
</tr>
<tr>
<td>HL</td>
<td>0.0001</td>
<td></td>
<td>0.0001</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

Table 7.5 demonstrates statistically significant survivor function orderings for all stimulus levels for Obs. 3 only. Data from the other subjects do not meet the criterion for statistically significant ordering, with a failure of the test in at least one, but sometimes two, comparisons.

There are many possible reasons for the lack of significant selective influence observed for three of four observers here. One factor may be insufficient statistical power to establish differences between the different RTs. More trials may be needed to identify statistically significant distributional orderings. As the mean RTs demonstrate, the difference in mean RT between the HH and LH and HL targets can be relatively small—around 8–10 ms. Notably, these differences are approximately a factor of 1.5 or 2 smaller than observed in Townsend and Nozawa (1995). For some of the cases (e.g., Obs. 2 both ears, Obs. 1 right ear, and Obs. 4 left ear), the functions look ordered, but they are very close to each other. Thus we can entertain the possibility that more trials might have allowed a statistically significant result. However, we should also consider that factors specific to the auditory system and the task could also contribute to this finding. In particular, Obs. 4’s left ear and Obs. 1’s right ear show an ordering of the means, but Figure 7.5 demonstrates that the survivor functions for HL crosses those of HH. This is a more robust failure of selective influence, as it would be very unlikely to occur because of the insufficient number of trials. Such a failure is more likely to arise from interactions occurring between the two channels or perceptual factors. One final possibility is that of ceiling effects: Listeners are very fast in these tasks (which is fairly common for RTs in the auditory domain). However, it is possible that HH simply cannot be any faster than either HL and LH, as those RTs may already be at ceiling.

7.3.3 Architecture

Although not all subjects meet a highly conservative definition of selective influence (via a significant KS test result), in most cases, we observe ordering of the survivor functions. Consequently, we argue that distributional ordering is present in six of eight cases, but that it is not detectable by our statistical tests for all subjects. We therefore analyze the architecture for the subjects in which we believe that distributional ordering is present.

Figure 7.5  Survivor functions for the four subjects for the dual-target trials.
significant, we would conclude support for either a coactive architecture or a serial, exhaustive model, and if neither are significant, the interpretation is that we cannot reject the serial, self-terminating model.

In general, the positive-going tests are significant for all subjects except Obs. 3's left ear (p = 0.17), and Obs. 2's right ear (p = 0.92). None of the tests are significant for negative SIC values. Consequently, we cannot reject serial processing for these cases. However, the SIC for Obs. 3 demonstrates a positive trend, and his MIC value is also positive (as shown in Figure 7.6), consistent with parallel processing. There was no significant evidence for the channel summation/coactive interpretation as no subjects demonstrated SIC functions that had sections consistently below zero. Overall, we suggest that five of the six cases demonstrate support for a parallel, independent-channels model. Most interesting is Obs. 2's right ear, which appears to be more consistent with a serial interpretation. Whether this result will hold up or be found in other listeners is yet to be seen, and it is perplexing that such a result would occur for one of her ears and not the other.

7.3.4 Capacity

Capacity functions for the left and right ears are shown in Figure 7.7. All capacity values are plotted on the same panel, and different symbols are used for the different salience levels. All subjects show a similar pattern, with C(t) ranging from roughly 2.0 at the fastest RTs to around ½ for the longer RTs. Across most RTs, the results consistently demonstrate 1 ≥ C(t) ≥ ½. Both ears of all subjects demonstrate statistically significant limited capacity C(t) < 1 by the Houpt and Townsend (2012) statistics.

All subjects also have small RT ranges (for the short RTs only) in which capacity values tend to exceed 1.0. When examining the point-wise confidence intervals around the capacity values based on the individual subjects, we see no evidence that C(t) is significantly greater than 1.0 for any RT. Thus, we do not conclude super capacity for any of the subjects tested here. Generally speaking, though, the trend is for capacity values to range from unlimited capacity to limited/fixed capacity, with a dominance of limited capacity.

Grice and colleagues proposed a lower bound on performance parallel systems (e.g., Grice, Canham, & Gwynne, 1984) that applies to limited capacity. In this case, performance on double-target trials is slower than on those single-target trials that contain the faster of the two targets. When performance on the two channels is equal, the Grice bound indicates efficiency at the level of fixed capacity in a parallel system (i.e., C(t) = ½). A fixed capacity system can be viewed as sharing a fixed amount of capacity between the two channels. Alternatively, a serial system can make exactly this prediction as well (Townsend & Wenger, 2004a). If the Grice
7.4 General Discussion

Heretofore, as far as we are aware, only para-threshold, accuracy experiments have investigated the ability to detect multiple stimuli within a single ear. This study presents the first study in which RT tools have been used to evaluate the architecture of monaural auditory perception and the application of capacity measures. We will first discuss general results for the single-target and dual-target trials as they relate to the published literature. Then, we will evaluate the results put forth by this experiment in light of the energy model posited by Green (1958) and use these results to inform these accuracy-based models.

The single target data represent robust distributional data not previously reported in the psychoacoustic literature, but we can also compare the mean RTs obtained here with previously published studies. The experimental factor, stimulus intensity, was effectual in strongly ordering the single-target survivor functions. For the single-target RTs, we obtained very similar mean RT differences to those reported in the literature: approximately a 43 ms difference between the high- and low-stimulus intensity signals (Kohfeld, 1971).

We also found very similar RTs for the 500 and 3,020 Hz stimuli. Such a result is consistent with previous studies linking the loudness of stimuli to their RT (Marshall & Brandt, 1980; Wagner et al., 2004). When evaluating equal-loudness contours (Fletcher & Munson, 1933), we see that 500 and 3,020-Hz have loudness levels similar to each other at the high and low levels used here. Finally, we did not observe a difference in mean RT between the left and right ears, consistent with that observed by Schlittenlacher et al. (2014).

We also observed that stimulus intensity ordered the dual-target survivor functions, but only for one of the four observers. Failure of ordering tended to be most common between HH and LH, although we did also see failures between HH and HL. As can be seen from Table 7.4, there is a clear ordering of the means $HH < HL \approx LH < LL$, but this ordering did not hold at the level of the survivor functions for three of four observers. We attempted to achieve selective influence of the dual targets by using tones that are well-separated in frequency (e.g., they would be independently represented by the auditory system), and it seems likely that further frequency separation would not increase the likelihood of obtaining selective influence, as the tones are already separated by a factor of over six. It may be possible that more stimulus trials would garner greater statistical power, but this may not be the problem. Note that tones presented at high supra-threshold stimulus levels may be interacting within the auditory system at a peripheral level (see Egan & Hake, 1950). We could test this possibility by reducing the overall levels of the stimuli and observing whether distributional ordering is present for lower-level stimuli, which are less likely to interact within the ear. We may also

![Figure 7.7 Capacity values for the left and right ear at the four different salience levels.](image)
have encountered ceiling effects: If HL and LH were already associated with the fastest possible RT achievable by the subject, HH could not possibly have been faster.

Although the random delay we imposed upon the onset of the stimuli was intended to avoid ceiling effects and anticipation responses, it is possible that subjects were not sufficiently slowed by that delay.

For the presentation of multiple simultaneous tones to the same ear, a common assumption in the psychophysical literature is a parallel architecture (e.g., Durlach et al., 1986; Florentine & Buus, 1981). It does make intuitive sense that multiple tones presented simultaneously would require a parallel architecture for their perception. However, this assumption appears to be made without strong experimental support, and accuracy-based measures are unable to assess differences between serial and parallel processing (e.g., Eidelis, Townsend, Hughes, & Perry, 2015). For accuracy-based evaluations, there are many circumstances where parallel and serial models could give identical predictions. The current study may very well be the first one to demonstrate a parallel self-terminating architecture for the detection of multiple tones. For the majority of subjects, we have support for a parallel self-terminating architecture, as the SIC functions were positive and not negative. Yet it is noteworthy that one subject demonstrated strong support for serial processing. Should this finding hold up for additional subjects, it would put into question some of the basic tenets of the models used to describe/explain psychoacoustic data.

We next consider models that have been applied to low-to-moderate-accuracy monaural tone detection. The most prominent is David Green's (1958) energy model (here referred to as the "integration model"), which we discuss presently, and a model that he employed to test against the energy model, a model he termed the "independent thresholds model." We immediately run into an important factor that distinguishes most accuracy-based from most RT-based models in psychophysics: The former are almost entirely mute with regard to time; the latter, of course, are not. Thus the classical models for detection and identification (e.g., Green & Swets, 1966; Luce, 1963) assume a random sample is taken of the perceptual representation and a consequent decision is made from that sample.

The independent thresholds model assumes that a sample is garnered from each signal and if either exceeds a threshold associated with its own channel, then a positive detection occurs. If neither signal exceeds its threshold, guessing occurs. Hence this model proposes that detection in the presence of more than one signal follows a probability summation principle.

Green's version is a "high-threshold" model in that it is postulated that no false alarm ever occurs on noise-alone trials. Also, because the independent-thresholds model assumes no degradation of performance when two, rather than one, channels are active, we have the accuracy correspondent to unlimited capacity. The closest analogue to this model in the RT literature seems to be one where decisions are made on the separate channels when the activation reaches a decision criterion in either one, thus delivering unlimited-capacity, probability summation in terms of time rather than accuracy.

On the other hand, Green's energy model posits that the detection of two or more tones is based on a linear combination of the detectability of the individual tones. He picks the weights as equivalent to the means of each variable, a move that produces a matched filter representation, which is an optimal linear filter under prescribed conditions (Green & Swets, 1966; Townsend & Landon, 1983). Observe that this model also assumes no degradation in the individual channels with an increasing number of signals, but the decision rule is, of course, quite different from the independent-thresholds model.

Detection is predicted to improve with the increasing number of tones following $d' = \sqrt{\sum N d^2}$, where $N$ is summed over the number of tones presented. A coactive parallel model affords an RT analogue to this linear combination, as the combination of channels occurs prior to the decision variable. Consequently, Green's model, in the accuracy domain, is analogous to a coactive system, thereby producing super capacity in the overall two-signal performance.

Our results support parallel processing but with moderately limited capacity. Although our data only indicate relatively weak selective influence, the conclusions of parallelism are easy to believe. The architecture tests do not evidence the early negative blips characteristic of coactive models (Townsend & Nozawa, 1995), although the relatively low power might make these hard to detect in our data. The capacity analyses are rock solid in favor of moderate-to-low capacity. The fact that coactive models typically predict extreme super capacity (Townsend & Wenger, 2004b) also makes coactivation an unlikely candidate in this study.

At this point, we cannot pinpoint the source of the limited capacity. Potentially, it could simply be the result of limitations in attentional resources. Alternatively, and we suspect more likely, it could be due to something like mutual inhibition across the parallel channels. The fact that even binocular dot experiments reveal limited capacity (e.g., Townsend & Nozawa, 1995) suggests that certain kinds of interaction or restricted sources of processing facility can intrude in incredibly simple, and presumably independent, channels.

Next, how can we explain the seeming disconnect between the para-threshold accuracy findings of Green (1958) and others and our own low-capacity results with RTs? Actually, these results agree with a growing number of other investigations where performance is unlimited.
or even super capacity at low signal-to-noise ratios, but they are limited to extremely limited at high levels of accuracy. In particular, the study of speech perception in the presence of lip reading has found phenomenal benefits, both behavioral (e.g., see Altieri, Pisoni, & Townsend, 2011; Altieri, Townsend, & Wenger, 2014; Sumby & Pollack, 1954; Summerfield, 1987) and physiological (e.g., Stevenson & James, 2009), of the visual information when the signal-to-noise ratio is low, but depressed capacity at high echelons of accuracy. Lentz et al. (2014) also demonstrated this trend for detection of binaural tones added to binaural noise.

The apparent transition from a highly efficacious integration system such as associated with Green’s integration model to a limited-capacity, parallel-decision model in our data also call for some type of phase-transition across levels of performance. We propose that a gain-controlled mechanism that encourages integration across channels when the sensory environment is degraded but tends to shut down such facilitation and integration when signal strength is elevated. This kind of meta-dynamic is only one aspect of many that beg for a unified treatment of audition that brings together RT and accuracy-based measures. To shed light on both the gain control mechanisms and the role of dynamics in accuracy experiments, we therefore have been working toward a more integrative theory that relies on both RT as well as accuracy measures. Townsend and Altieri (2012) have developed a capacity measure that is a function of both RTs and accuracy that can help in assessing human performance data as well as systems predictions. Donkin, Little, and Houpt (2014) used this measure and demonstrated that capacity varies based on whether subjects respond as accurately as possible or as quickly as possible, highlighting the importance of unifying accuracy and RT. We plan a series of studies founded on such unified strategies.
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Notes

1. For two tones to be independently represented by the auditory system, one must consider the limitations of frequency selectivity and interactions that may occur between the two tones yielding unwanted perceptual changes. Generally speaking, tones should be “well-separated” in frequency so that they do not overlap in the neural representations (usually one-half octave is sufficient). They should also not have a common frequency that could be perceptible as an additional pitch.
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On the Utility and Criticality of the Construct of Capacity

Michael J. Wenger and Stephanie E. Rhoten

This is a chapter about optimism. Townsend’s work has been credited with many things, but we know of no authors (other than ourselves) who have credited that work with the generation and preservation of—in the face of daunting conceptual and methodological challenges—optimism. We have commented on this with respect to the well-known problems associated with distinguishing serial from parallel processing (Townsend & Wenger, 2004a), noting that “the most widely held interpretation of the model-mimicking problem . . . is that it is a problem without a solution” (p. 418). Nothing, in fact, could be further from the truth. This is because, although Townsend provided the first and definitive characterization of the model-mimicking problem (e.g., Townsend, 1971, 1972; Townsend & Ashby, 1983), what is often overlooked is that, in these works and many that were to follow (including and not limited to Townsend, 1974, 1990; Townsend & Ashby, 1983; Townsend, Hu, & Evans, 1984; Townsend & Piotrowsky, 1981; Townsend & Schweickert, 1989), there were numerous suggestions for how the problem could be addressed, culminating in the comprehensive accomplishment of Townsend and Nozawa (1995).

The question of architecture, as emphasized repeatedly (e.g., Townsend & Wenger, 2004a, 2004b), cannot be addressed without also considering stopping rule, independence in rate, and capacity. The last of these constructs is our focus in this chapter. Townsend’s work on capacity emerged during a period in which even the best of definitions were somewhat ad hoc, often circular, with little underlying theory and very little generality. In contrast, Townsend was progressively working toward a theory-based, general, nonparametric characterization of capacity, retaining the optimism of being able to find a solution when many investigators had tacitly abandoned hope.

We consider three periods of Townsend’s work on capacity. The first is prior to 1995. This is the period during which Townsend was refining the theoretical characterization of the construct of capacity, while also developing quantitative tools to connect the theory with data, culminating in the paper with Nozawa (Townsend & Nozawa, 1995). The second covers the period from 1995 to 2004, ending with the publication of two papers (Townsend & Wenger, 2004a, 2004b) that extended the general characterization in