INTRODUCTION: BRIEF HISTORY AND GENERAL CONCEPTION

Psychology, the study of the mind, takes for itself behavioral as well as surgical and physiological-recording sets of tools. The behavioral and physiological data can be interpreted, and sometimes predicted, in verbal as well as mathematical languages.

Our approach lies within the confines of mathematical theory and methodology and concentrates on behavioral data, although some inroads and prospects for fusion with physiological techniques will be mentioned. To the extent that psychology and cognitive science wish to go beyond an extreme behavioristic catalog of stimulus-response correlations, they are what theoretically inclined engineers would call black box sciences (e.g., see Booth, 1967; Townsend, 1984). The very essence of black box sciences is to utilize input-output sequence data to uncover the inner subprocesses and their interactions that can generate that data. ¹

¹Naturally, the strategies required to identify the mechanisms, possibly including germaine physics or chemistry, must be drastically different from those involved in, say, electronic circuits or automata in general.

The history of black box psychology most concretely starts in the 19th-century laboratories of pioneering scientists such as F. C. Donders and W. Wundt. These men in particular were perhaps the very first to manipulate the components of the stimuli and study response times (RTs) in order to draw inferences about the underlying mechanisms involved in elementary perceptual, cognitive, and action processes. There are many other roots of embryonic psychological science that complete the background for the current chapter, including ingenious observations of that other major dependent (observable) variable of psychology: patterns of accuracy. However, the so-called complication experiments carried out by Donders, Wundt, and their students, colleagues, and intellectual descendants constitute the true historical genesis of our methodology.

The complication experiment provided a task, such as responding as soon as possible to the onset of a signal. Then, in separate experimental trials, the researcher would complicate the task by adding another subtask, such as requiring a discrimination between two separate signals. A critical postulate was that the extra subtask was placed in sequence with the already attendant subtask.
(Woodworth, 1938, Chapter 14). In more contemporary terminology, this postulate can be understood in terms of the assumptions of pure insertion of the new subtask plus serial processing (e.g., Ashby & Townsend, 1980; Sternberg, 1966, 1969; for a thorough discussion of many such issues in psychology and cognitive science see Lachman, Lachman, & Butterfield, 1979). By subtracting the mean RT of the simpler task from that of the more complicated task, an estimate of the mean time of the inserted subtask could be calculated.

In fact, the pair of opposing hypotheses—serial versus parallel processing, or the question of mental architecture—though hinted at in research dating back to around 1950, became a primary, essential question in the growing cognitive science of the 1960s and beyond (e.g., Egeth, 1966; Sternberg, 1966). It is important to note that mental architecture is not meant to imply a fixed, unchangeable structure. For example, there is increasing evidence that some individuals may be able to alter the processing mode from serial to parallel or vice versa (e.g., Townsend & Fifić, 2004; Yang, Little, & Hsu, 2014).

Casting the aim of psychological theory and methodology in terms of a search for mechanisms in a very complex black box might bring along with it the worry that, in the absence of an exact and complete dissection of the black box’s innards, different mechanisms and different interactions of similar mechanisms might be capable of mimicking one another. For instance, in discrete automata theory, given even an infinite series of input-output observations, there will still be a set of systems, each of which could generate that observational corpus. These would be distinct from the “falsified” class of systems but would all be capable of producing the observed data, and thus of mimicking each other (again, see how this works out in the well-studied domain of finite state automata: Booth, 1967).

The issue of mimicry has always been present, but only rarely explicitly recognized or studied in a rigorous fashion. In modern psychology, perhaps its first notable appearance was in the analysis of mimicking of Markov models of memory (Greeno & Steiner, 1964). The analysis of mimicry in stochastic accumulator models of perception and decision has come more recently (e.g., Dzhafarov, 1993; Jones & Dzhafarov, 2014; Khodadadi & Townsend, 2015; Link & Heath, 1975; Ratcliff, 1978). As will become clear, our consideration of theoretical mimicry raises the question of the experimental methodologies needed to potentially resolve questions of mimicry. Throughout most of the history of psychology, theory and methodology have been almost entirely segregated, with theory being largely verbal and methodology being concentrated in statistics. Our approach views theory and methodology as Siamese twins, with the cogent application of each requiring consideration of the other.

As already intimated, our approach for over 40 years has been mathematical in nature. Furthermore, much of our work has been what we refer to as metatheoretical, in the sense that our major aim has been to study simultaneously large classes of mathematical models in relation to well-specified types of experimental designs. The aim is to discover which classes of models mimic one another and which models can be rigorously tested against one another in these paradigms. Of course, the paradigms and the model classes are optimally developed in close tandem with one another.\(^2\) One of the strengths of the metatheoretical approach is that it is usually possible to render the classes

\(^2\)This approach can also be referred to as qualitative modeling. However, that terminology can be mistaken as referring to purely verbal inquiries.
According to modern probability theory (dating to Kolmogorov, 1950), a probability space can be informally defined as follows: It is made up of a family of sets—the events in question—together with the set operations on them, plus the imposition of a probability search based on the well-known Wiener diffusion process. That model has since gained wide recognition and application. Ratcliff’s Wiener process is continuous in both time and state. Even earlier, Link and colleagues (e.g., Link & Heath, 1975) invented a mathematically related approach, also based on continuous state but using discrete time: a sequential random walk model later referred to as relative judgment theory. Interestingly, they emphasized broad assessments of a more qualitative nature than the more typical model fits. Both approaches are valuable and complementary. Thus, one salutary tactic is to use the metatheoretical strategy to discern the broad characteristics of the mental operations and then to bring to bear specific process models that obey the dictates of the broad elements discovered through the former approach (e.g., see Eidels, Donkin, Brown, & Heathcote, 2010).

This chapter provides the most up-to-date and general treatment of our theoretical and methodological philosophy and science. Limitations and pertinent references to related material are addressed in the conclusion. A somewhat more mathematical treatment and one that expands on some of the topics necessarily abbreviated here is available in Algom, Eidels, Hawkins, Jefferson, and Townsend (2015).
measure. The measure on the entire set of points from which the sets are taken must be 1, and the empty set has probability 0.\(^3\) The primary elements of the probability spaces used for the consideration of mental architecture have been the item-processing times combined with the order of completion (e.g., Townsend, 1972; Townsend, 1976a, 1976b). Formal representation of this type of event space was reported by Vorberg (1977) at a meeting of the Society for Mathematical Psychology, and followed in Townsend and Ashby (1983, Chapter 14). The remainder of this section will adhere to an examination of this type of space, although the discussion will remain in an informal mode. Subsequently we will enrich the spaces for serial and parallel models, but again, will keep to a vernacular modus operandi.

Because the Sternberg paradigm (Sternberg, 1966) has been one of the most popular and replicated paradigms in the history of human experimental psychology, we will utilize it to illustrate the critical issues in human information processing. In this paradigm, the experimenter presents a modest number of discrete items; for instance, letters or numbers. The number is typically varied—say, from one to six—with no repetitions. After a very brief interval, a probe item is presented and the observer’s task is to indicate whether or not that probe was contained in the original set of items. The observer’s RTs are recorded and the RT means graphed as a function of the number of items, with yes versus no curves acting as a parameter in the plots and statistical analyses. An analogous procedure can be carried out for visual search, with the probe presented first, followed by a varied number of items in a brief visual display (e.g., Atkinson, Holmgren, & Juola, 1969). The observer is then required to respond yes versus no depending on whether the target item was found in the visual list or not.

Now, suppose that pure insertion holds for each of the n items so that memory search is serial; that is, mean RT is an additive function of n, plus a residual time assumed to be occupied by earlier sensory processes, ancillary cognitive terms, and late-term response processes, which are postulated to be independent and invariant across values of n. If in addition the purely inserted times are identically distributed, then the mean RT functions will be linear. Stochastic independence of the successive stage times (across-stage independence) is typically assumed too, but this constraint is not strictly necessary. In Sternberg’s (1966) data, the mean RT functions were indeed linear, thus being consistent with the hypotheses of serial processing, pure insertion, and identically distributed increments.

Furthermore, Sternberg asked if the mean RT functions for yes and no responses possessed the same slope. Sternberg reasoned that no responses necessitated that all memory items be processed, a so-called exhaustive stopping rule. However, the observer could stop on yes trials as soon as the probe was located in the memory list, a so-called “self-terminating” stopping rule. Under the other assumptions about seriality and identical process-time distributions, the yes curve should thus have one half of the slope of the no curve. Instead, Sternberg found equal slopes: Mean RT as a function of n was linear for both yes and no responses. And, the slopes were deemed to be equal, suggesting exhaustive processing for both types of responses. Over the years, the findings of the linearity and equal-slopes result has often, but not universally, been replicated. Equal slopes are somewhat more rare in the case of visual search (e.g., see Schneider &

\(^3\)A succinct, but elegant, introduction to modern probability theory can be found in Chung (2001). Billingsley (1986) is more complete with a nice survey of the topic.
Another indicant of the stopping rule must be mentioned, and that is the phenomenon of position effect. If mean RTs are shorter if the probe appears in some positions more than others, this could be, and usually is, interpreted to mean that self-termination is in effect and that some paths of serial processing are more often taken than others. This issue will be discussed further below (also see Townsend & Ashby, 1983, Chapter 7).

We begin our formal description of the issues, beginning with a set of definitions.

Definition 1: A stochastic model of a system for processing positions $a$ and $b$ is standard serial with an exhaustive processing rule if and only if the density functions of the serial processing times satisfy

$$f[t_{a1}, t_{b2}; (a, b)] = pf(t_{a1})f(t_{b2})$$

and

$$f[t_{b1}, t_{a2}; (b, a)] = (1 - p)f(t_{b1})f(t_{a2})$$

First, note that Definition 1 includes the assumption of across-stage independence. Definition 1 is given for $n = 2$. If we extend it to arbitrary $n$, we directly acquire the increasing straight-line predictions for mean RTs from Sternberg (1966, 1975). Of course, if processing is self-terminating on probe-present trials, then we expect the mean RT to possess a slope one half of the probe-absent trials. Sternberg’s experimental results, along with many replications by others, certainly appear to be very persuasive: The logic is impeccable and the findings oft replicated with good statistical power. But then how can mimicking occur in the Sternberg task? The most antipodal type of processing that could occur is parallel processing. Such processing, in contrast to serial processing, postulates that all items are compared with the probe at once, thus seemingly predicting much shorter mean RTs as $n$ is varied. Consequently, we need a definition for parallel models.

Definition 2: A stochastic model of a system for processing positions $a$ and $b$ is parallel with an exhaustive processing rule if and only if the density functions on the parallel processing times satisfy

$$g_{a1,b2}[\tau_{a1}, \tau_{b2}; (a, b)]$$

with $\tau_{b2} > \tau_{a1}$

and

$$g_{a2,b1}[\tau_{a2}, \tau_{b1}; (b, a)]$$

with $\tau_{b1} < \tau_{a2}$.

It can be seen that the parallel processing times are, in contrast to serial processing, overlapping, as indicated in Figure 11.1. A structural relationship between the $t$s and the $\tau$s is that $\tau_{r1} = t_{r1}$ for $r = a, b$ and

Figure 11.1  Schematic of serial (upper) and parallel (lower) processing systems. The subprocesses $S_a$, $S_b$, and $S_c$ are each selectively influenced by a unique factor (or set of factors), $T_a$, $T_b$, and $T_c$, respectively.
\( r_{a_b} = t_{a_1} + t_{b_2} \) and \( r_{a_2} = t_{b_1} + t_{a_2} \). An equivalent statement is that \( r_{a_b} = t_{a_2} - t_{a_1} \) and \( r_{a_2} = t_{a_2} - t_{b_1} \). See Townsend and Ashby (1983, Chapter 1) for details.

A useful special case arises when the parallel processing times are within-stage independent, which indicates that between successive completions the parallel channels are operating in a probabilistically independent fashion. It is easiest to pose this condition if we use the above interpretation in terms of the \( t \)'s, which are, after all, the intercompletion times. First, let \( G(t) = P(T > t) \) and \( G^*(t) = 1 - G(t) \) for any particular channel. This leads us to our third definition.

**Definition 3:** A stochastic model of a system for processing positions \( a \) and \( b \) is parallel, which satisfies within-stage independence if and only if the density functions on the parallel processing times during the first stage satisfy

\[
\begin{align*}
&g_{a_1,b_2}[t_{a_1}, t_{b_2}; (a, b)] = g_{a_1}(t_{a_1}) G_{b_1}^*(t_{a_1}) G_{b_2}(t_{b_2}|t_{a_1}) \\
&\text{and} \\
&g_{a_2,b_1}[t_{a_2}, t_{b_1}; (b, a)] = g_{b_1}(t_{b_1}) G_{a_1}^*(t_{b_1}) g_{a_2}(t_{a_2}|t_{b_1}).
\end{align*}
\]

Note that within-stage independence and across-stage independence are logically independent notions. Finally, the counterpart to the standard serial model is the standard parallel model, which possesses independence of the actual parallel processing times \( r_a \) and \( r_b \). This model is described in our fourth definition.

**Definition 4:** A stochastic model of a system for processing positions \( a \) and \( b \) is standard parallel with an exhaustive processing rule if and only if the density functions on the parallel processing times satisfy

\[
\begin{align*}
&g_{a_1,b_2}[r_{a_1}, r_{b_2}; (a, b)] = g_a(r_{a_1}) g_b(r_{b_2}) \\
&\text{with } r_{a_2} > r_{a_1} \text{ and} \\
&g_{a_2,b_1}[r_{a_2}, r_{b_1}; (a, b)] = g_a(r_{a_2}) g_b(r_{a_2}) \\
&\text{with } r_{b_1} < r_{a_2}.
\end{align*}
\]

It is important to be aware that independence of parallel processing times and across-stage independence are separate and logically independent concepts. Any model, parallel or serial, could satisfy either or not (Townsend \& Ashby, 1983, Chapter 4).

Now, suppose that processing is indeed parallel with stochastic independence (thus satisfying Definition 4), and that every item is operated on at the same speed (i.e., identically distributed processing times), and that these distributions are invariant with \( n \), implying unlimited capacity.

Then, Townsend and Ashby (1983, Chapter 4) showed that if processing is exhaustive, mean RTs increase in a curvilinear manner, with each added item adding a steadily decreasing increment to the total completion time of all the items. If processing is self-terminating, the mean RT function will be flat. Sternberg’s (1966) results were not well fit by such curves, therefore falsifying the standard type of parallel model with identical processing-time random variables. Even if the assumption of identically distributed processing times for the distinct items is relaxed, such models will still not mimic the standard serial predictions.\(^4\)

However, if the assumption of unlimited capacity is dropped so that as \( n \) increases, the item-processing times slow down, then parallel models can easily mimic the linear increasing-mean RT functions. In fact, suppose that as \( n \) increases, a fixed amount of capacity must be spread across all the memory items (or in visual search, the presented items). Then the first item to be processed will

---

\(^4\)Note that if distinct positions of items possess distinct processing-time distributions, and if processing is self-terminating, position effects can be readily predicted by these parallel models.
take up the same time as the first serial item to be processed. Moreover, if the capacity devoted to the completed item is reallocated to all the unfinished items, then each succeeding item to be processed will add the same amount of time to the overall completion time. Given any set of serial distributions, such parallel models can be mathematically identical, at both the level of the means and the level of the distributions (Townsend, 1969, 1971, 1972, 1974). Interestingly, if only the mean RTs are considered, rather than the entire distributions, the assumption of reallocation of capacity can be eliminated.

Chapter 4 in Townsend and Ashby (1983) shows how architecture, stopping rule, and workload capacity combine to produce a variety of mean RT curves as functions of workload capacity. The instantiation of within-stage independence might seem like a stringent condition. However, it turns out that any joint distribution not satisfying within-stage independence can be transformed into within-stage independent distributions (Rao, 1992). So far, our emphasis has been on how these polar-opposite types of architecture can act so much like one another. In the succeeding sections, we focus on tactics for testing parallel versus serial processing against one another.

For every specification of a parallel model (the right-hand side) there exists a serial model; that is, values of $p$ and the serial density functions that can perfectly mimic the parallel model. However, when the equation is solved for the parallel-model functions in terms of the serial functions, the result may not result in a distribution whose cumulative function properly goes to 1. Townsend (1976a) interpreted such solutions as violating the definition of parallel processing. However, Vorberg (1977) pointed out that an alternative is that the system is still parallel, but that on some trials, a channel fails to complete processing.

The instantiation of within-stage independence might seem like a stringent condition. However, it turns out that any joint distribution not satisfying within-stage independence can be transformed into within-stage independent distributions (Rao, 1992). So far, our emphasis has been on how these polar-opposite types of architecture can act so much like one another. In the succeeding sections, we focus on tactics for testing parallel versus serial processing against one another.

### Definition 5: The fundamental functional equation of mimicry

For $n = 2$ is

$$
p(f_{a1}(t_{a1})f_{b2}(t_{b2}|t_{a1}))
= g_{a1,b2}(t_{a1}, t_{b2}; (a, b))
= g_{a1,b2}(t_{a1}, t_{b1} + t_{b2})
= g_{a1}(t_{a1}, T_{b1} > t_{a1})g_{b2}(t_{b2}|t_{a1})
$$

and

$$(1 - p)[f_{b1}(t_{b1})f_{a2}(t_{a2}|t_{b1})]
= g_{a2,b1}(t_{a2}, t_{b1}; (b, a))
= g_{a2,b1}(t_{b1} + t_{a2}, t_{b1})
= g_{b1}(t_{b1}, T_{a1} > t_{b1})g_{a2}(t_{a2}|t_{b1})$$

for all $t_{a1}, t_{b1} > 0, i, j = 1, 2$.

If within-stage independence is assumed on the part of the parallel models, then we achieve the next definition.

### Definition 6 (Townsend, 1976a):

If within-stage independence holds for the parallel class of models then the fundamental equation of mimicry for $n = 2$ is

**Serial**

$$p(f_{a1}(t_{a1})f_{b2}(t_{b2}|t_{a1})) = g_{a1}(t_{a1})G_{b1}(t_{a1})$$

and

$$(1 - p)[f_{b1}(t_{b1})f_{a2}(t_{a2}|t_{b1})] = g_{b1}(t_{b1})G_{a1}(t_{a1})$$

for all $t_{a1}, t_{b1} > 0, i, j = 1, 2$. 

For every specification of a parallel model (the right-hand side) there exists a serial model; that is, values of $p$ and the serial density functions that can perfectly mimic the parallel model. However, when the equation is solved for the parallel-model functions in terms of the serial functions, the result may not result in a distribution whose cumulative function properly goes to 1. Townsend (1976a) interpreted such solutions as violating the definition of parallel processing. However, Vorberg (1977) pointed out that an alternative is that the system is still parallel, but that on some trials, a channel fails to complete processing.
STRONG EXPERIMENTAL TESTS ON RESPONSE TIMES I: EVENT SPACE EXPANSION

The event spaces employed in the preceding section are too coarse for a complete treatment of mental architectures. However, we have seen that even with the former, coarse description, the serial models can be more general than the parallel if either (a) we remain within the exponential class of models (e.g., Townsend, 1972), or (b) we demand that the parallel processing-time distributions are nondefective (Townsend, 1976a).

Here we can expand the form of the probability space to take into explicit consideration what an item is made of. For instance, one might posit that an item is constituted of a finite number of features. The number of features completed by a certain time \( t \) then becomes the nucleus of a state space, which permits the assignment of a probability measure.

Many popular models of human perception, cognition, and action contain a finer such level description of processing, one including some type of state space that goes beyond simple uncompleted versus completed. Familiar examples are Poisson counting processes (e.g., Smith & Van Zandt, 2000), random walks (e.g., Link & Heath, 1975), and diffusion models (e.g., Busemeyer & Townsend, 1993; Ratcliff, 1978). Each of these specifies a state space representing degree of processing. For instance, a Poisson counting model might represent an item’s features, with the state of processing referring to the number of completed features. In contrast, the state space for a diffusion or random walk process lies on a continuum. For instance, the typical state in such a space is a real number.

Finer grained types of spaces were presaged in certain earlier papers. Most models, ours included, have typically left out details of the psychological processes being studied. For instance, though memory and display search patently demand some type of matching process, most models leave that out of the picture. However, Townsend and colleagues (1976b; Townsend & Evans, 1983) construct stochastic processes for search in a way that the probability event spaces are indeed founded on such pattern matching. Houpt, Townsend, and Jefferson (2017) present a more detailed and rigorous foundation of the underlying and richer measure space for parallel and serial models than is possible to describe here.

This enrichment unveils ways in which parallel systems are more general than the serial systems. The enriched event spaces allow for mismatches (also called negative matches) to be associated with distributions that differ from matches (positive matches). A fact in search and same–different paradigms for decades has been that, modally, positive matches are faster than negative matches. This small and reasonable expansion implies that intercompletion times can depend on all of the unfinished items and not only the previous processing time and order of processing, as in the usual models that ignore positive versus negative matches (e.g., Bamber, 1969; Krueger, 1978). The associated diversity of parallel and serial models led to the design of strong tests of architecture. This type of design has been dubbed the parallel-serial tester (or PST; see Snodgrass & Townsend, 1980; Townsend & Ashby, 1983, Chapter 13, Chapter 15), as shown in Table 11.1.

The basic PST design requires participants to determine whether one or two probe stimuli are targets, where the target is either an item in memory, a simultaneously displayed item, or an item revealed after the probes. In one condition (PST-loc) the target probe is always present, and participants are asked to respond affirmatively if the target probe is in a specific spatial or temporal
would be RT from a serial self-terminating system negative matches to the target, the mean indicating that the time for positive matches positions and negatively otherwise. With + indicating that the time for positive matches to the target and − indicating the time for negative matches to the target, the mean RT from a serial self-terminating system would be

\[ pE[T_{a+}] + (1 - p)E[T_{b-}] \quad \text{target at } a \]
\[ pE[T_{a-}] + (1 - p)E[T_{b+}] \quad \text{target at } b. \]

In a parallel, self-terminating system, the mean RTs would be

\[ \int_0^\infty G_{a+}^*(t)G_{b-}^*(t) \, dt \quad \text{target at } a \]
\[ \int_0^\infty G_{a-}^*(t)G_{b+}^*(t) \, dt \quad \text{target at } b. \]

In the second condition (PST-and), either, both, or neither of the probes may be targets and the participant is asked to respond affirmatively only if both probes are targets. The serial, self-terminating predictions are

\[ pE[T_{a+}] + E[T_{b+}] + (1 - p)(E[T_{a2+}] + E[T_{b1+}]) \quad \text{when both are targets,} \]
\[ pE[T_{a+}] + E[T_{b2+}] + (1 - p)(E[T_{a1+}] + E[T_{b1+}]) \quad \text{when both are targets,} \]
\[ pE[T_{a+}] + E[T_{b2+}] + (1 - p)(E[T_{a2+}] + E[T_{b1+}]) \quad \text{when only target at } a, \]
\[ pE[T_{a-}] + (1 - p)(E[T_{a2-}] + E[T_{b1-}]) + E[T_{b1+}] \quad \text{target at } b, \]
\[ pE[T_{a-}] + (1 - p)(E[T_{a2-}] + E[T_{b1-}]) + E[T_{b1+}] \quad \text{target at } b, \]
\[ pE[T_{a-}] + (1 - p)(E[T_{a2-}] + E[T_{b1-}]) + E[T_{b1+}] \quad \text{when neither are targets.} \]

With the indicator function given by \( I(X) \) equal to 1 if \( X \) is true and equal to zero otherwise, the parallel, self-terminating model predictions are

\[ \int_0^\infty G_{a+}^*(t)G_{b+}^*(t) \, dt \quad \text{when both are targets,} \]
\[ + E[T_{b2+}](I(T_{a1+} < T_{b1+}) + E[T_{b2+}]) \quad \text{when both are targets,} \]
\[ + E[T_{a2+}](I(T_{b1+} < T_{a1+}) + E[T_{b2+}]) \quad \text{when both are targets,} \]
\[ \int_0^\infty G_{a-}^*(t)G_{b-}^*(t) \, dt \quad \text{when only target at } a, \]
\[ + E[T_{b2-}](I(T_{a1+} < T_{b1+}) + E[T_{b2-}]) \quad \text{when only target at } a, \]
\[ + E[T_{a2-}](I(T_{b1+} < T_{a1+}) + E[T_{b2-}]) \quad \text{when only target at } a, \]
\[ + (1 - p) \times (E[T_{a2-}] + E[T_{b1-}]) \quad \text{when neither are targets.} \]

In the final condition (PST-or), the same set of trial types as the second condition is used, but the participant is asked to respond affirmatively if either of the probes are targets. The serial, self-terminating model predicts

\[ pE[T_{a+}] + (1 - p)E[T_{b+}] \quad \text{when both are targets,} \]
\[ pE[T_{a+}] + (1 - p)(E[T_{a2+}] + E[T_{b1+}]) \quad \text{when only target at } a, \]
\[ pE[T_{a+}] + (1 - p)(E[T_{a2+}] + E[T_{b1+}]) \quad \text{when only target at } a, \]
\[ pE[T_{a-}] + (1 - p)(E[T_{a2-}] + E[T_{b1-}]) + E[T_{b1+}] \quad \text{when neither are targets.} \]

The parallel, self-terminating model predicts

\[ \int_0^\infty G_{a+}^*(t)G_{b+}^*(t) \, dt \quad \text{when both are targets,} \]
\[ + E[T_{b2+}](I(T_{a1+} < T_{b1+}) + E[T_{b2+}]) \quad \text{when both are targets,} \]
\[ + E[T_{a2+}](I(T_{b1+} < T_{a1+}) + E[T_{b2+}]) \quad \text{when both are targets,} \]
\[ \int_0^\infty G_{a-}^*(t)G_{b-}^*(t) \, dt \quad \text{when only target at } a, \]
\[ + E[T_{b2-}](I(T_{a1+} < T_{b1+}) + E[T_{b2-}]) \quad \text{when only target at } a, \]
\[ + E[T_{a2-}](I(T_{b1+} < T_{a1+}) + E[T_{b2-}]) \quad \text{when only target at } a, \]
\[ + (1 - p) \times (E[T_{a2-}] + E[T_{b1-}]) \quad \text{when neither are targets.} \]
RTs in both positions; that is, for all \( t > 0 \), \( G_{a_{t+1}}(t) \neq G_{a_{t-1}}(t) \) and \( G_{b_{t+1}}(t) \neq G_{b_{t-1}}(t) \). An alternative sufficient condition is that the serial model mean RTs are unequal across targets and distractors in both positions, and \( E[T_{b_{t+1}}] \neq E[T_{b_{t-1}}] \), while the parallel-model distributions are either equal for all possible RTs \( t > 0 \), and \( G_{b_{t+1}}(t) = G_{b_{t-1}}(t) \), or unequal for all possible RTs within each position during the first stage, or and \( G_{b_{t+1}}(t) > G_{b_{t-1}}(t) \) or \( G_{b_{t+1}}(t) < G_{b_{t-1}}(t) \).

Although the PST has been used relatively much less frequently than the methods described in the next section, it has been successfully applied in a number of domains, including those outside of cognitive psychology. For example, Neufeld and McCarty (1994) used the PST to determine that increased stress levels do not generally lead to higher likelihood of serial processing, regardless of stress susceptibility.

**STRONG EXPERIMENTAL TESTS ON RESPONSE TIMES II: APPLICATIONS OF SELECTIVE INFLUENCE**

Perhaps the most experimentally popular and also the most technically advanced strategies are those based on what we have termed systems factorial technology (Townsend & Nozawa, 1995). Of all the strong tests of hypotheses regarding processing architecture, this one has witnessed a degree of sophisticated investigation and expansion that is almost unprecedented for a young science like psychology. It has also seen wide-ranging applications in a number of diverse spheres of psychological research.

Sternberg, who was responsible for the rebirth and expansion of the Dondersian and Wundt style programs mentioned in the introduction, also invented the additive factors method, the direct predecessor to systems factorial technology. Sternberg’s striking
insight was to postulate that for two processes, \(a\) and \(b\), there could be two experimental factors, \(A\) and \(B\), each of which solely influenced its namesake process. In particular, he supposed that the associated processing time means \(E(T_a|A)\) and \(E(T_b|B)\) could be sped up or slowed down as functions of \(A\) and \(B\), respectively. The reader should observe that \(E(T_a|A)\) is completely unaffected by changes in \(B\) and vice versa for \(E(T_b|B)\). This was the first incarnation of the notion of selective influence. With this assumption in place, it was then straightforward to show that a serial system, with \(a\) processed before \(b\), predicts the overall mean RT to be \(E(T_a + T_b + T_0|A,B) = E(T_a|A) + E(T_b|B) + E(T_0)\). This nice result shows that the mean RT will be an additive function of the experimental factors \(A, B\). The logic was that if an experimenter found additive mean RTs, then the inference was that processing was serial (see Figure 11.2).

Ashby and Townsend (1980) extended the additive factors methods to a distribution-level test. They demonstrated that a serial exhaustive system with factors that are selectively influencing each stage will lead to equal distributions of the sum of RTs when both levels are the same and distributions of the sum of RTs when levels are mixed. That is, if \(RT_{ab:AB}\) is the RT when the factor influencing process \(a\) is at level \(A\) and the factor influencing process \(b\) is at level \(B\), then
\[
RT_{ab:11} + RT_{ab:22} = RT_{ab:12} + RT_{ab:21}
\]
or, equivalently, with * indicating convolution,
\[
\mathcal{g}_{ab:11} * \mathcal{g}_{ab:22} = \mathcal{g}_{ab:12} * \mathcal{g}_{ab:21}.
\]
This provides an even stronger test for the serial exhaustive model as this equality clearly implies equality at the level of the mean (by the linearity of the expectation operator). Despite the relatively strong implication of the extended additive factors method, this test has indicated the serial exhaustive models in a range of applications. For example, Roberts and Sternberg (1993) demonstrated nearly perfect additivity at the distributional level in a simple detection task and in an identification task.

The tests from Sternberg (1969) and Ashby and Townsend (1980) are powerful. However, if additivity was not supported, then either the architecture was not serial (although what it was, remained unclear),
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\caption{Predicted mean response times under selective influence manipulations of each subprocess in a serial system (left) and parallel system (right).}
\end{figure}
or it might have been serial, but selective influence was not in force. In addition to the limitation of the strict part of the logic to serial architectures, other gaps lay in the absence of a firm technical foundation of the selective influence assumption, and of means of testing its satisfaction. We can only give a somewhat simplified description of the current state of the art, but it should suffice to comprehend our discussions herein.

Most significantly, the theory-driven factorial methodology has been expanded to include (a) tests based on entire RT distributions rather than only means (e.g., Townsend & Nozawa, 1995; Townsend & Wenger, 2004a); (b) serial and parallel architectures along with a broad class of more complex systems (e.g., Chapter 6 in Schweickert, Fisher, & Sung, 2012); and (c) several decisional stopping rules, also identified along with the attendant architecture (e.g., Townsend & Wenger, 2004a).

Definition 7 ensures that (a) effective speeding or slowing of the processes occurs, and (b) the effect is of sufficiently strong form to enable theorems to be proven, which generates powerful tests of the architectures and stopping rules. Even theorems for mean RT interactions currently require selective influence to act at the distribution-ordering level. The reader is referred to Townsend (1984a, 1990) for more detail on this form of selective influence, and Dzhafarov (2003); Townsend, Liu, and Zhang (2017); and Schweickert, Fisher, and Sung (2012) for generalizations and discussions of not only psychological implications but for connections with other central concepts in science in general.

---

6A basic assumption of the latter is that the graphs of the connections of the underlying processes are forward flow only. No feedback is generally assumed, although some exceptions can be encompassed (see discussion in Schweickert, Fisher, & Sung, 2012).
with other papers on systems factorial technology, we switch from the \(G^*\) to \(S(t) = 1 - F(t)\) for the survivor function—that is, the complement of the cumulative distribution function. The survivor interaction contrast is given by

\[
SIC(t) = [S_{LL}(t) - S_{HL}(t)] - [S_{SH}(t) - S_{HH}(t)].
\]

If distribution-ordering selective influence of the salience manipulation holds, then the survivor functions will be ordered such that when both processes are slowed down, the survivor function will be higher than when either or both of the sources are sped up (i.e., the probability of a RT not occurring yet will always be highest when both sources are slowed down, \((S_{LL}(t) > S_{SH}(t), S_{HL}(t), S_{HH}(t))\)). Likewise, the survivor function will be at its lowest when both sources are sped up \((S_{HH}(t) < S_{SH}(t), S_{HL}(t), S_{LL}(t))\).

We have already stated that the salience manipulation, as long as it selectively influences the processes, is sufficient for discriminating among serial, parallel, exhaustive, and first-terminating models, but why is this the case? Detailed proofs are available in Townsend and Nozawa (1995; for generalizations and alternative approaches see Dzhafarov, Schweickert, & Sung, 2004; Zhang & Dzhafarov, 2015). We build basic intuition for the main results here, and summarize them graphically in Figure 11.4.

First, consider the parallel, first-terminating model. In this model, the fastest process to terminate determines the RT. Hence the overall system will be relatively fast as long as one or both sources are high salience. In terms of the survivor interaction contrast (SIC), this means the first difference, \([S_{LL}(t) - S_{HL}(t)]\), will be relatively larger than the second difference, because only the first difference contains a term without a high salience. Because both terms must be positive (due to the effective selective influence assumption) and the first difference is a large magnitude, we see that the SIC for
the parallel, first-terminating model should be positive.

The logic behind the parallel, exhaustive model is similar, but reversed. This model’s RT is determined by the last process to finish. Thus the model will be relatively slow if either of the sources are low salience. Hence the second difference in the SIC will be larger than the first difference, because only the second difference contains a term without low salience. Thus, the SIC for the exhaustive model should be negative.

Next, we consider the serial, first-terminating model. In these models, the process to complete first, and hence the one that determines the model completion time, is probabilistically chosen without dependence on the salience levels. The magnitude of the difference between and is determined by the probability that the first position is processed first (if the second position is processed first, then the first position is not processed and there is no difference in processing times) and the magnitude of the difference between the low and high salience processing times of the first position. Because both the probability of the first position being processed first and the magnitude of the salience manipulation are the same for both the first and second parts of the SIC, the overall SIC is thus 0 for all times. The serial, exhaustive model is a bit more complicated. The intuition that the overall area under the SIC curve is 0 follows from the fact that the combination of the processing times is additive in this model; hence any manipulation of the individual processing times will result in additivity (i.e., 0 mean interaction). Indeed, this is essentially the result summarized above from Ashby and Townsend (1980). Townsend and Nozawa (1995) go on to show that the SIC is negative for the earliest RTs, and Yang, Fific, and Townsend (2014) later proved that, as long as at least one of the completion time survivor functions is log concave, there will only be a single 0 crossing for the SIC.7

STRONG EXPERIMENTAL TESTS ON RESPONSE FREQUENCIES

Back to the State Spaces: Tests Based on Partial States of Completion

As is the case for the RT literature, there are both strengths and weaknesses to the unique focus on response frequencies; indeed, much of our more recent work has been driven by the potential suggested by using the complementary strengths of each approach (e.g., Eidels, Townsend, Hughes, & Perry, 2015). A branch of theory and methodology pertaining to response frequencies also depends, like the methods in the preceding section, on finer levels of description of the event spaces.

The reader may recall that the PST relied on the fact that parallel systems allow for intermediate stages of processing for any number of uncompleted items, whereas serial systems only permit one item, at most, to be in a partial state of completion. In the present section, we find that this distinction can be utilized in an experimental design on response frequencies, rather than RTs, to test parallel versus serial processing.

The experimental design requires low-to-moderate accuracy, and the observer is instructed to give two responses: his or her first, and a second “guess,” just in case his or her first response is incorrect. Parallel models can predict that second guesses are correct at a higher level than chance. Serial models, by virtue of allowing at most one item in a state of partial completion, are severely

7For the interested reader, Houpt, Blaha, McIntire, Havig, and Townsend (2014) introduced an R package (available on CRAN: https://cran.r-project.org/web/packages/sft/index.html) and a more thorough tutorial for the DFP and the statistical analyses of the associated measures.
restricted on second responses. Following this logic, Townsend and Evans (1983) calculated nonparametric bounds on the number of correct second guesses that any serial model could predict and carried out a preliminary study using this paradigm. Although certain conditions and observers were ruled to have been parallel processing, for a number of observers and conditions, serial processing could not be ruled out. However, only two items were employed, and the serial bounds were not very tight for this small number. This technique should be further exploited, but what has been done so far is in favor of parallel processing (Townsend & Evans, 1983; Van Zandt, 1988). We examine this type of design further next.

**Manipulating Process Durations of Available Information**

As noted above, consideration of the constellation of issues surrounding the identifiability of serial and parallel systems has not been restricted to RTs. A much smaller, but still substantial, literature on the use of response frequencies (including issues linking process characteristics to signal detection measures of response bias, e.g., Balakrishnan, 1999) has attempted to speak to the issue as well, even above and beyond the above methods based on the differing state spaces of parallel and serial systems. Nominally, the most frequent issue to be addressed by the use of response frequencies has been that of processing capacity and its relation to both process architecture and processing independence. With respect to the latter of these questions, Townsend (1981) considered a potential ambiguity presented by whole-report results of Sperling. Although the serial position data of Sperling seemed to support serial processing with an approximately 10 ms/item scan rate, Townsend noted (as Sperling had acknowledged) that the form of Sperling’s serial position curves suggested the possibility of parallel processing.

Townsend’s analysis of the problem presented by these results hinged on the fact that serial processing models based on Poisson distributions all predicted positive item dependencies. As such, a possibility for adjudicating the question of architecture in this context emerged in the potential contrasts between models positing item interdependencies and models assuming independence.

Townsend (1981) developed a set of serial processing models for these comparisons. The first assumed strict serial processing, assuming Poisson distributions for item completion. The second allowed for a random order of serial processing, again, based on Poisson distributions. The third instantiated a capacity limitation in the form of a fixed sample size for processing. This model is an example of a quite popular model for short-term memory called a *slot model*. A fourth assumed independent parallel channels. The first two of these models were shown to predict positive item interdependencies. The third, a general slot model, predicted negative dependencies. The logic is straightforward: Slot models assume there exist a finite number of slots available for item storage. The more items already occupying a slot, the less chance another item has to find a free slot. Even assuming that the number of slots can vary from trial to trial does not help—the result is simply a mixture of slot sizes, each of which predicts negative dependence, as does the overall mixture. The most natural architecture for an independence model is parallel, as noted above, although other architectures are possible (see, e.g., Townsend & Ashby, 1983, Chapter 4).

When the data from Townsend’s (1981) whole-report study were plotted against the predictions of these competing models, it revealed a high level of agreement between
the data and the predictions of the model that assumed independence, consistent with the idea of parallel processing. Further, Townsend (1981) considered two possible forms of parallel processing—one assuming independent rates of information accumulation across positions in the display and a second assuming limitations in the allocation of processing resources—and showed that the former offered the superior fit to the data.

Subsequently, possibly the most frequently used paradigm to explore questions regarding processing characteristics using response frequencies has been some variant on what is referred to as the simultaneous-sequential paradigm. This paradigm, introduced in its original form by Eriksen and Spencer (1969), has been widely used to examine questions regarding processing capacity at the individual item level (e.g., Duncan, 1980; Fisher, 1984; Harris, Pashler, & Coburn, 2004; Hoffman, 1978; Huang & Pashler, 2005; Kleiss & Lane, 1986; Prinzmetal & Banks, 1983; Shiffrin & Gardner, 1972). In its typical form, the simultaneous-sequential paradigm involves the use of varying numbers of stimuli in two conditions, one in which all of the stimuli are presented at the same time (simultaneous condition) and one in which they are presented one at a time (sequential). The frame duration, which can be manipulated across a range of values, is held constant across the two display conditions.8

In the most felicitous paradigm of this nature, the experimenter acquires some preliminary data in order to estimate the average duration consumed by the processing (e.g., search, identification, etc.) of a single item. Suppose that time is found to be approximately t* ms. Thus, we have the basic setup that one condition presents all n items simultaneously for t* ms, whereas the other condition presents each item for t* ms, each in succession. Obviously, a standard parallel system should not be seriously hurt in performance in the simultaneous condition as opposed to the sequential condition. In contrast, a standard serial system should only be able to process approximately one item in that condition versus about n in the sequential condition.

Eriksen and Spencer’s (1969) introduction of the paradigm was motivated by a very careful review of the range of issues that had to be considered in order for an experiment to convincingly address the question of how much information can be extracted from a stimulus display in a unit of time (capacity), along with how the information is extracted (serially or in parallel; see Estes & Taylor, 1964, 1966; Estes & Wessel, 1966; Sperling, 1963). The potentially complicating factors considered by Eriksen and Spencer (1969) included capacity limitations at the levels of low-level stimulus features (duration, noise, boundaries), low-level perceptual characteristics (foveal), and postperceptual, higher level aspects of attention and memory.

As Eriksen and Spencer (1969, p. 2) noted, echoing the issues we have discussed above in the context of RTs, “Definitive answers [regarding capacity and process architecture] have not been obtained primarily because of the numerous problems that are involved in what at first glance seems to be a simple methodology. The difficulties that are encountered become apparent if the input-output information flow is considered in terms of the various distinguishable subprocesses that are involved.” Yet as they noted, there seemed to be strong and accumulating evidence (e.g., Eriksen & Lappin, 1965) that there must be some capacity limitations at some level of processing, with

---

8In the actual experiment, Eriksen and Spencer (1969) only approximated the simultaneous condition by extremely rapid sequential presentation of the items. However, this manipulation apparently was perceptually equivalent to simultaneous presentation.
the general approach at the time suggesting a mapping between capacity limitations and serial processing.

Eriksen and Spencer’s (1969) results, in this context, were quite simple and compelling. Essentially, the only experimental factor among the range of those manipulated to have any regular effect on observer’s accuracy (quantified in terms of signal detection theory) was the number of items in the display set, with there being a monotonic reduction in sensitivity from one item ($d'_{A} = 1.64$) to nine items ($d'_{A} = 0.88$), with this loss of sensitivity being due almost entirely to an increase in the rate of false positives. Eriksen and Spencer’s explanation for these results was parsimonious and intriguingly similar to Sternberg’s logic. Specifically, they reasoned that if capacity was constant as a function of display size, the hit and false positive rates for single-item displays could be used, under the assumption of independence of item processing, to predict the level of performance across variations in display size. Their predictions were highly consistent with their data. Their conclusion illustrates both the potency of this very simple and elegant reasoning on probabilities and the contemporary conflation of the issues of capacity and processing architecture (p. 15; for related research, see Averbach & Coriell, 1961; Mayzner, Tresselt, & Helper, 1967; Sperling, 1963): “This would suggest that the encoding mechanism proposed in current theories...can scan through or encode nine letters as efficiently in 50 msec. as in 25 msec. This interpretation would almost certainly preclude a serial encoding process.”

Townsend and colleagues (Townsend, 1981; Townsend & Ashby, 1983, Chapter 11; Townsend & Fial, 1968) extended the Eriksen and Spencer logic in a visual whole-report setting illustrated in Figure 11.5. Visual whole reports ask the observer to report all
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**Figure 11.5** Schematic of two related designs for discriminating parallel and serial processing based on accuracy. In both designs, participants are shown a fixed number of items, then asked to report as many as possible. A baseline of accuracy is estimated by presenting each item in isolation for $t^*$ ms. In the Shiffrin and Gardner (1972) design, the baseline accuracy is compared against performance when all items are presented together for $t^*$ ms. In the Townsend (1981) design, all items are presented together for $n$ times $t^*$ ms (where $n$ is the number of items).
ms each. This was compared with a new condition where all $n$ items were presented simultaneously for $n \times t^*$ ms. In contrast to the original design, here a standard serial model is predicted to do as well, but no better, in the simultaneous versus the sequential condition. On the other hand, the parallel system, assuming it’s not working at ceiling level, is expected to perform much better in the simultaneous condition. The results, like those of their independence analyses, strongly supported parallel processing channels.

Shiffrin and Gardner (1972) employed the original Eriksen and Spencer (1969) idea. They found evidence of equality of performance in the two presentation conditions across a set of variations, leading them to a conclusion consistent with that of Eriksen and Spencer: specifically, that processing was parallel and unlimited in capacity (and by extension, parallel) up to the level of postperceptual processing.

More recently, Palmer and colleagues (e.g., Scharff, Palmer, & Moore, 2011) have extended the simultaneous-sequential paradigm to broaden the class of models of capacity that can be addressed in a single experiment. Specifically, they added a condition in which all of the test stimuli are in two frames with equal durations, separated by a 1,000-ms blank interval intended to allow sufficient time for attention switching (Ward, Duncan, & Shapiro, 1996). Recall that a switching interval “recess” was not present in any of the earlier applications of this strategy. They then used a set of probability models to derive contrasting predictions for the various experimental conditions in their extended paradigm.

Most critically, their predictions were even stronger than those associated with previous uses of the paradigm. The predictions contrast three classes of models (Scharff et al., 2011, p. 816) across specific subconditions of their expanded simultaneous-sequential paradigm. The three classes of models are referred to as limited, intermediate, and unlimited capacity models. We refer readers to Scharff et al.’s (2011) paper for the specific predictions, noting here that the logic supporting those predictions does allow, under specific assumptions regarding processing architecture and independence for both confirmation and falsification of competing accounts, underscoring the recurring theme that these issues cannot be considered in isolation.

**CONCLUSION**

As we asserted earlier, it is our belief that almost all of psychological science can, and should be, thought of as a black box discipline. Such a discipline would be analogous to the several engineering, computer science, and applied physics fields that attempt, largely through analysis of behavioral input-output regularities, to discover, affirm, or disconfirm internal systems that can produce the regularities. We can likely borrow at least some elements directly from these fields, such as the theory of the ideal detector from mathematical communications science. However, because of the complexity of the brain and the perversely constrained means we have of studying even input-output relationships, the greater part of such strategies must be vastly different in detail from those of these other sciences.

We hasten to emphasize that this type of program is hardly behavioristic in the traditional Skinnerian sense of the term.⁹

---

⁹ An intriguing interchange with B. F. Skinner in his later days and a wide range of scientists can be found in B. F. Skinner’s “Methods and Theories in the Experimental Analysis of Behavior” (1984). In particular, it contains a small debate between Skinner and Townsend on the possibilities of mathematical modeling of human psychology (Townsend, 1984b).
Rather than logging the entries into a gargantuan dictionary of stimulus-response correlations, as in Skinner’s early agenda, the overriding goal of our type of program is to move from the input-output regularities, garnered from specially designed experimental paradigms, to sets of internal structures and processes. Most, if not all, of our approaches attempt to thoroughly adhere to the concept of a psychological systems science, and, in the bargain, to make ourselves aware of when model mimicking is likely to occur and how to avoid it by metamodeling deeper experiment methods of assessing important processing mechanisms. The potency of this adherence to a systems view allows for application to a range of psychological phenomena, not just those in the areas of perception, memory, and perceptual organization in which we have worked. Space prevents us from giving even a brief description to this range of studies; however, we supply in the appendix a listing of applications of aspects of our approach.

The preponderance of methods introduced in this chapter use RTs as the major observable variable, although we saw several based on response frequencies, and therefore inclusive of accuracy. A major facet of our armamentarium that we have had to neglect in the present treatment has employed RTs to measure workload capacity, the way in which efficiency changes as the workload \( n \) is increased (see, e.g., Townsend & Nozawa, 1995; Townsend & Wenger, 2004a, 2004b). For instance, the change in RTs with increases in memory-set size in our prototypical Sternberg (1966) paradigm is a good example. Our statistic \( C(t) \) provides a measure where performance as a function of \( n \) is compared against a baseline predicted by unlimited capacity independent parallel processing. Very recently, we have generalized the \( C(t) \) statistic to take into account accuracy as well as RTs in measuring performance as a function of \( n \). The new statistic is called \( A(t) \), for assessment function (Townsend & Altieri, 2012).

A “must do” extension of our methodologies is to systems of arbitrary number \( n \) of operational processes, rather than just \( n = 2 \). This target has lately been met for serial versus parallel systems and for exhaustive and minimum time-stopping rules (Yang, Fific, & Townsend, 2014). Another highly valuable theme of our methodology, one that was originally based on accuracy and confusion frequencies alone and was co-invented with F. G. Ashby, is general recognition theory (Ashby & Townsend, 1986). Over the years Ashby and colleagues have developed special models that bring together concepts from general recognition theory and RT processing (Ashby, 1989, 2000). They also extended general recognition theory into a powerful theory of categorization (e.g., Ashby, 1992). We have recently developed a very general class of models entitled response time general recognition theory (Townsend, Houpt, & Silbert, 2012). Currently, these models can employ both accurate responses and various types of confusions in concert with the associated RTs in order to assess perceptual and cognitive dependencies, as well as higher order classification, at the deepest conceivable level. However, at present our methodology does not permit tests of architecture or stopping rules, as does systems factorial technology, with RTs as the

---

1 In the advent of early cognitive science in the 1960s, it was fashionable to vilify behaviorism as a dark side of scientific enterprise. In truth, it can be forcefully argued that a few decades of rather strict behaviorism, along with the logical positivism of the Vienna Circle and friends, and the allied new emphasis, even in physics, of operationalism, was important in helping psychology to finish pruning itself from its mother philosophical roots. Furthermore, in careful reading of the works of the great theoretical behaviorist of the day, Clark Hull, the rudiments of modern computational and mathematical psychology are readily visible.
dependent variable. Closer to our exposition here, we are currently extending systems factorial technology to incorporate response frequencies in identification of architecture and stopping rules.

There is an important omission from our current set of topics. Virtually all of the systems under study here obey what has been called the Dondersian postulate (Townsend & Ashby, 1983, pp. 5–6, 358, 408); namely, that each psychological process in a sequence of such processes finishes before the next in the chain begins. A traditional supplement to the discrete flow assumption is the assumption of pure insertion, mentioned earlier in this chapter, wherein the experimenter can insert or withdraw a stage or process by some type of empirical manipulation. However, this additional restriction is not mandatory. A more suggestive name for the Dondersian assumption is discrete flow.

However, anyone who has studied natural systems (for example), as approached or described with differential equations, is aware that many physical, chemical, and biological systems obey the opposite precept of continuous flow. The output of a process in a continuous flow system is instantaneously input to the succeeding process. And, the input space, state space, and output space are usually depicted as continuous functions (e.g., see Townsend & Ashby, 1983, pp. 401–419). These systems are sometimes called lumped systems in engineering because there is no time lag at all from one stage to the next.

The simplest such systems, still of extreme importance in the sciences, are linear in nature. Even the output of linear systems, however, can reflect memory of past inputs. A relatively early example of a continuous flow linear system was the cascade model introduced by McClelland (1979). Within systems factorial technology, even though this type of model does not predict additivity in mean RTs as do true serial models that obey selective influence, McClelland showed that it can approximate such additivity.

The amount of theoretical knowledge concerning, for instance, how to identify such spaces and when one might predict additivity of factorial effects in an observable state space is very modest indeed. Schweickert and colleagues (1989; Schweickert & Mounts, 1998) have derived results for certain continuous flow systems that include, but are not limited to, linear systems. However, their targeted systems do assume a lack of memory on past inputs or states. Townsend and Fikes (1995) studied a broad class of possibly nonlinear, continuous flow systems that do include such memories across time. Miller (1988) has investigated hybrid systems that may only partially process items and possess temporal overlap analogous to continuous flow systems.

The deeper analysis of continuous flow and hybrid systems and development of tools for their identification should be considered a top priority for psychological theorists.

At some level, all of the theory and application that we have considered in this chapter must make some form of contact with measurable aspects of the activity of the nervous system. Although quite limited at the moment, there are examples of how the foundational ideas considered here might be related to neurophysiology. Possibly the earliest consideration of these possibilities can be found in Schweickert and colleagues’ work on continuous flow systems as mentioned above (1989; Schweickert & Mounts, 1998), where consideration was given to the use of factorial methods in application to event-related potentials.

Since that time, a handful of studies have considered the utility of the additive factors method with respect to both event-related potentials (e.g., Miller & Hackley, 1992) and the blood-oxygen level dependent signal
in magnetic resonance imaging (e.g., Cummine, Sarty, & Borokowski, 2010), and the utility of the capacity measures in conjunction with an electroencephalogram (Blaha, Busey, & Townsend, 2009). To our knowledge, however, there is at present only one as-yet unpublished study (initial reports in Wenger, Ingvalson, & Rhoten, 2017; Wenger & Rhoten, 2015) that has attempted to apply the complete set of measures associated with systems factorial technology to neurophysiological data. In that study, the onset time of the lateralized readiness potential (an electroencephalogram feature that reliably precedes choice RT; see, for example, Mordkoff & Grosjean, 2001) was used as the dependent variable. Conclusions drawn from the analyses of these data were consistent, on a subject-by-subject basis, with the conclusions drawn from the RT data.

Although preliminary, these results are quite encouraging with respect to one possible way of connecting extant theory and method with cognitive neuroscience.

The ultimate goal of all of these endeavors is to have in hand a powerful armamentarium whose tools can utilize both of the strongest observable dependent variables available: response frequencies and RTs. These tools are expected to simultaneously assess architecture, stopping rules, attentional and other kinds of capacity, and finally, several types of process and item dependencies. In addition, it is our hope that we can join with neuroscientists in employing our methodologies along with their diverse strategies, to pinpoint underlying mechanisms and their interactions. As we peer into the future, we envision researchers from many cognate fields developing rigorous varieties of psychological systems theory, ones that are general (i.e., not glued to specific aspects of processing, such as particular probability distributions) and conversant with the challenges of model mimicking.
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**APPENDIX: APPLICATIONS OF SYSTEMS FACTORIAL TECHNOLOGY**

**Age-Related Changes in Perception and Cognition**


**Binocular Interaction**


**Categorization**


**Cognitive Control**


**Human–Machine Teaming**

Identity and Emotion Perception


Individual Differences/Clinical Populations


Learning and Reward Processing


Memory Search


Multimodal Interaction


**Perceptual Organization**


**Perceptual Detection**

Appendix: Applications of Systems Factorial Technology


**Temporla Order Processing**


**Visual Search/Visual Attention**


Zehetleitner, M., Krummenacher, J., & Muller (2009). The detection of feature singletons...
defined in two dimensions is based on salience summation, rather than on serial exhaustive or interactive race architectures. *Attention, Perception, & Psychophysics, 71*, 1739–1759.

**Working Memory/Cognitive Load**


