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A Systems Approach to Parallel-Serial Testability and Visual Feature Processing

JAMES T. TOWNSEND and RONALD EVANS

Introduction

In psychology, as well as other disciplines, we make theoretical advances through the use of scientific methodology. This methodology involves testing hypotheses about theories in experimental situations. When enough conflicting evidence or when a better theory surfaces, the old theory is typically replaced or modified. In many instances competing theories evolve simultaneously. In fact, it seems that in the social sciences, where so many hypotheses may appear equally viable from the outset, comparative testing of alternative theories may be the most effective path of progress. However, it happens rather frequently that although qualitatively different, competing theories are mathematically equivalent within certain experimental paradigms. This chapter deals with such an instance within the arena of mental processes.

An overview of this chapter might contain such key terms as 'parallel-serial processing', 'systems theory', and 'equivalence mappings'. The emphasis of the chapter will be placed on modeling and certain types of psychological systems within the context of systems theory, and testing classes of models of these systems.

Our investigations on parallel versus serial processing, and other modeling issues over the past fifteen years were neither motivated by nor conducted within a strict systems theory framework. Nevertheless there are a number of aspects of the work in systems theory, particularly the formal structures, that we believe may have significant epistemological value for scientists in the behavioral sciences. We thought it might therefore be interesting to attempt to place some of our recent results in the framework provided by systems theory, providing some of our views concerning its advantages and caveats concerning its proper implementation along the way.

In Section 1 a short history of the speed and timing of mental processing, beginning with Donders’ Method of Subtraction and leading into the display and memory scanning experiments of the 1960’s is presented. The relationship of the visual display and memory scanning experiments to the parallel-serial equivalence problem is developed at this time.

Section 2 gives a succinct presentation of systems theory and its application to the parallel-serial equivalence problem. Its potential use in formalizing a structure within which equivalence problem of models in general may be brought to the surface, is discussed. We will also provide a few remarks of a philosophical nature in this section.

The third Section presents a definition of parallel and serial models within the context of what we may call 'continuous time, discrete state stochastic systems theory'. We proceed at this particular point in the chapter to provide a fundamental distinction between parallel and serial processing and to suggest a promising mode of empirical attack on the problem.

The fourth and last Section of the chapter develops procedures using the ideas from Section 3 to test the hypothesis of a strict serial system in a distribution-free fashion.
Theoretical advances through the testing hypotheses about the evidence or when a better theory is more acceptable. However, it happens rather that theories are mathematically derived and other modeling issues are conducted within a strict systems framework, providing advantages and caveats concerning mental processing, including the display and memory scanning. The visual display and memory test is developed at this time.  

1. Mental processing and reaction time studies

Hypotheses about the brain and mental processing have progressed through time mainly by borrowing ideas from the technology of the current era. Early drawings of the brain by Descartes contain mechanical levers and pulleys acknowledging the early industrial era. By the 19th century, physiologists were aware of the electrical impulses traveling throughout the human body that transmitted messages for sensation and movement. Two prominent physiologists of that era, Müller and Helmholtz (the latter also being famous for his work in physics), had carried out experiments circa 1850 attempting to measure the velocity of the nerve impulses within the body. The hypothesis was that a nerve could be stimulated at a particular place and the subsequent reaction time for the twitch of a muscle connected to that nerve could be measured. The nerve was stimulated again, at some distance d from the original point of stimulation. The reaction time was measured again and the difference in the two reaction times would be the time the impulse took to travel the distance d.

Another prominent physiologist at that time, F. C. Donders (1869), took note of these experiments and wrote accordingly in 1868. Donders surmised that in an analogous fashion to Müller and Helmholtz, he could measure the time the mind took to execute various mental processes. By creating a succession of mental tasks to be undertaken and measuring reaction time for completion of these tasks, Donders felt he could measure the time for a specific task of interest by recording reaction time with the specific task included in the task set and then recording reaction again with the specific task taken out or subtracted from the task set. The time for completion of the specific mental task would be the difference in the two reaction times. The experimental method took the name Donders' Method of Subtraction.

Donders' methodology for measuring mental processes could be considered an attempt to systemize the timing of mental events for cognitive functions. Because of the importance of this work to reaction time experiments in general, we shall present an example of Dondersian procedure. One such experiment performed by Donders contained two control conditions, C1 and C2, where C1 measured the speed of the subject's button pressing response with the left hand to the onset of a light, and condition C2 measured the speed of the subject's button pressing response with the right hand to the onset of a light. An additive stage condition, C3, consisted of a presentation of one of two colors of light, upon which the subject responded by pressing a button with the left or right hand, the specific hand designating the fact that the subject observed a specific color light.
After running a number of trials the mean reaction time for each condition was computed. Denote these mean reaction times as \( rt(C1) \) for mean reaction time in condition 1, \( rt(C2) \) for mean reaction time in condition 2, \( re(C3L) \) for mean reaction time in condition 3 given the response was made with the left hand, and \( re(C3R) \) for mean reaction time in condition 3 given the response was made with the right hand. According to Donders' hypothesis

\[
rt(C3L) - rt(C1) \quad \text{and} \quad rt(C3R) - rt(C2),
\]

were both measurements of the mental processing time needed to distinguish the color of light.

A key assumption implicit in Donders' experiments was the presumed seriality of the processes, that is, that processes were carried out one after another with no temporal overlap. Initially this appeared to be a logical assumption for the types of tasks Donders used in his experiments, but, as in most experimental paradigms, strict seriality is not necessarily a true assumption when considered in the context of other processing designs.

Donders' work was taken note of by Wundt, who had opened what was later to be considered the world's first psychological laboratory at Leipzig in 1879. With the opening of his laboratory, Wundt and his students began conducting two basic types of experiments involving reaction time. These were:

1. simple reaction time experiments,
2. reaction time after subjective distinction of the stimulus or impression.

The 1st type involved a response after detection of any stimulus and the second type consisted of a response only after the subject had subjectively identified the stimulus. Thus the second type of experiment was an attempt to exclude the time necessary for the mental process of identification.

One of Wundt's students, Cattell (1886), continued Wundt's experiments with the purpose of devising a more objective means of measuring mental operations. Cattell was aware of Donders' work and criticized it on the premise that extraneous variables were involved in some of Donders' reaction time experiments. Cattell's specific criticism was that Donders' experiments usually involved two or more responses to differentiate identification of the various stimuli. Cattell claimed that this type of experiment involved what he termed "will-time" which was the time delay involved with associating the stimulus to its unique response.

Cattell (1886) carried out three types of experiments to identify the various components he thought were involved in the identification of a stimulus. These types were:

1. simple reaction time experiments to visual, auditory, and tactile stimuli,
2. reaction time experiments using the three modes above involving presentation of one of a pair of stimuli when a response was made after identifying one of the two stimuli but not after the other,
3. reaction time experiments using the three modes above involving a multitude of stimuli presented one at a time in a random order with a unique response for the identification of each stimulus.

In (1) from above, Cattell also varied attention by instructing the subject to concentrate in one condition, use normal attention in another condition, and mentally add numbers in a third condition while awaiting the stimulus. From the differences in reaction time on the three treatments he concluded that simple reaction time tasks did not involve cortical function. From this he hypothesized that perception and willing were not factors of simple reaction time.

Results from the three classes of experiments also yielded the finding that \( rt(1) < rt(2) < rt(3) \) in general for the same mode of sensation where \( rt(i) \) is defined as the mean
reaction time for an experiment of type 'i'. Cattell interpreted the value for rt(2) - rt(1) as being the perception time for a particular stimulus and rt(3) - rt(2) as the will-time for choice of response associated with the correct stimulus.

Experiments of type (2) did give a refinement of a class of Donders' experiments under a restricted environment in that the temporal factor introduced by the will-time was removed. Type (2) experiments were not without fault, though Cattell noted that there were trials on which the subject responded to the incorrect stimulus, i.e., false alarms. He did not deal with these trials, though, thus allowing the subject to set up some sort of probabilistic criterion resembling a threshold in signal detectability theory. Under this type of decision rule the subject could react when he or she was reasonably, but not entirely sure of the stimulus presented. Thus, it may have been possible for the subject to decrease reaction time simply because there was no penalty for a false alarm.

Research concerning attention and mental processing became secondary to related areas such as intelligence testing in the early 20th century. In spite of this shift in interest there were some experiments using variations of Donders' Subtraction Method being carried out. Hylan (1903) wrote a paper concerning the distribution of attention. Hylan had conducted some ingenious experiments involving reaction time in identifying various numbers of similar and dissimilar letters and objects presented simultaneously. From these experiments Hylan reached the conclusion that attention could not be distributed over objects, i.e., parallel processing could not take place.

His reasoning behind this conclusion, though, seemed to be tied in with a problem of semantics and definition as opposed to any true differentiation between parallel and serial processing. Hylan's reasoning from his reaction time studies was that distribution of attention, i.e., parallel processing, takes place only when conscious plurality has become conscious unity, that is elements are perceived as a whole rather than individual parts.

Hylan made an analogy between cognitive processing and electrical activity in the brain. His conjecture was that serial processing could be represented by spatially and temporally distinct electrical activity in the brain, i.e., the processing of different items took place in spatially distinct regions in the brain and that the serial processing signified a temporal distinction also with respect to the electrical activity. When the electrical activity took place in spatially distinct locations but occurred simultaneously, Hylan's interpretation was that this electrical activity now represented conscious unity or a Gestalt processing as opposed to parallel processing of distinct items.

The reaction time experiment was not widely used again until the 1950's and 1960's where this time researchers found it useful for studying the cognitive processes of pattern recognition (e.g., Hick, 1952) display and memory search (e.g., Atkinson, Holmgren, & Juola, 1969; Sternberg, 1968, 1967), and multidimensional or multimodal pattern discrimination (e.g., Egeth, 1966). Of particular interest in such reaction time experiments were:

(1) the assumptions concerning reaction time distribution,
(2) the possible additivity of mean reaction time, and
(3) processing independence across states and the stochastic latency mechanisms of reaction time in general (McGill & Gibbon, 1965; Falmagne & Theios, 1969; Sternberg, 1969).

Shortly thereafter, the expression of psychological mechanisms in terms of stochastic latency models and problems involved in testing alternative psychological assumptions came under investigation (e.g., Townsend, 1971, 1974; Taylor, 1976; Theios, 1973; Pachella, 1974; Kantowitz, 1974).

Many researchers (Sternberg, 1966, 1967; Neisser, Novick, & Lazar, 1963; Atkinson, Holmgren, & Juola, 1969) found that the time it took to search through a list of items for a target was linearly related to the length of the list, which promoted the notion of
serial scanning (see below or Townsend, 1974, for alternative interpretations). Conflicting results were reported concerning the termination of the scanning process, though. Sternberg (1966) and Atkinson et al. (1969) reported that the slope for mean reaction time as a function of list length did not vary for positive searches (where the target was in the list) and negative searches (where the target was not contained in the list). Since a negative search was logically interpreted as an exhaustive search of the item list, this finding seemed to mean that positive searches were exhaustive also, or that processing continued after the target was found.

Sternberg (1967), in contrast to the above finding, reported that the slope of the mean reaction time as a function of list length for positive searches was one half the slope of negative searches. This result appeared to support the hypothesis of a self-terminating serial model of processing via the logic that given random placement of a target in a list the change in scanning time would only increase half as much, on the average, for a positive self-terminating search as opposed to a negative, exhaustive search with respect to changes in the list length. (See Townsend, 1974, and Townsend & Ashby, in press, for a more definitive presentation of the self-terminating vs exhaustive processing issue.)

In addition to searching for a single target, Sternberg (1967) and Neisser et al. (1963) had subjects memorize multiple target items and then search through a list for any one of the possible targets. In this type of experiment, a logical processing model would involve not only the scanning process of the list but multiple matches with each item of the list to all of the target items in memory.

Neisser et al. (1963) found that with practice subjects performed as quickly with multiple targets as with only one target in memory. From this data he concluded that the matching process was actually a parallel process. Actually, parallel processing does not inevitably produce flat reaction time curves, nor does it necessarily imply unlimited capacity and/or correlated processing times (see, e.g., Townsend, 1974). In any event, we began to find in the late 1960's and early 1970's that model equivalences and limitations in observability provoked difficulties in testing latency based information processing theories that were akin to those discovered in mathematical learning theory (e.g., Greeno & Stein, 1964).

For instance, although the support of serial processing models based upon linear mean reaction time data and slope with respect to change in list length seemed intuitively appealing, this approach proved to be methodologically problematic. Townsend (1971, 1972, 1974, 1976b), Vorberg (1977), and Anderson (1976) derived functional equations for classes of parallel and serial processing models which yielded mathematically equivalent models as well as equivalent mean reaction time predictions.

Many of the results reported above were primarily 'negative' in the sense of revealing intuitively plausible alternative models which could make the same predictions as a previously favored model. However, as work progressed, possibilities for testing parallelity versus seriality began to surface. For instance, Townsend (1976a) derived an experimental situation and Townsend and Snodgrass (1974) tested this situation where parallel and serial processing could be distinguished from each other at the level of the mean reaction time curve given the following two conditions:

1. the rate for a positive match between a target and item was different from the rate for a negative match between target and item,
2. processing is self-terminating in 'target present' conditions.

Snodgrass and Townsend (1980) employed similar tests in an analogous, if somewhat more complex paradigm.

Although we feel the above and certain other techniques offer substantial hope for experimentally testing the two types of processing, the differentiating aspects on which
the present work is based appears to be among the most fundamental distinctions between parallel and serial models (Townsend & Ashby, in press).

Before applying systems theory to the parallel-serial problem in this chapter we provide an introduction to systems theory. The introduction given in Section 2 has been written with the intent of relating some basic ideas about systems theory with references for those possessing more intense interest. The mathematical framework in Section 2 is kept to a minimum; basically only what is necessary for specific discussion of the parallel-serial problem in Section 3 is developed.

2. Introduction to system concepts

To introduce the notion of a system, whether it be a psychological system or a highly structured electronic system (or whatever), we begin with a general definition. A system can always be characterized by an input(s), a process or function applied to the input(s), and output(s) that is (are) the result of this transformation. Fig. 1 is a pictorial representation of this notion.
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Fig. 1: Illustrating the general and primitive notion of a processing system.

With this simple notion of a system, we can broadly define general systems theory as a metatheory devotion to the study of general and abstract properties of real world systems. Within it one may formalize the construction of systems in terms of models which have specifically defined characteristics. This definition may appear quite general in nature, and, in fact, is meant to be. Klir's (1972) book contains a variety of notions concerning the uses and definitions of systems theory as proposed by the authors of the various chapters in the book. His introduction of the presentations of systems theory in the various chapters proceeds as follows:

General systems theory is considered as a formal theory (Mesarovic, Wymore), a methodology (Ashby, Klir), a way of thinking (Bertalanffy, Churman), a way of looking at the world (Weinberg), as search for an optimal simplification (Ashby, Weinberg), an educational tool (Boulding, Klir, Weinberg), a metalanguage (Lofgren), or prospectively, a profession (Klir).

Thus, even various authors within specific disciplines hold different ideas about the uses and meaning of systems theory. As will be brought out in this chapter, we shall see what use information processing psychology may have for systems theory.

The advent of modern day systems theory in the 1930's is generally attributed to Bertalanffy (1932). The idea of a systems approach to problems is not new, and is in fact related to the Aristotelian view of the world with holistic and teleological notions. In reference to this point, we find that the underlying principle in system theory is contained in Aristotle's statement, "The whole is more than the sum of its parts", also the main thrust of Gestalt psychology.

We find mention of holistic and Gestaltists' views in much of the literature previous to Bertalanffy's theorizing but the reality of the situation was that classical science was hampered in dealing with multiple interactions or relationships. An example by Weaver (1948) stated that:
"Classical science was concerned with one-way causality or relations between two variables, such as the attraction of the sun and a planet, but even the three body problem of mechanics permits no closed solution by analytical methods of classical mechanics."

Newtonian physics embodies the important characteristics of classical science. At some risk of oversimplification it may be claimed that this method consisted of the reductionist philosophy, i.e., breaking the system down into individual components with the important assumption being the independence of these components. Solution for the independent parts were found and thus the problem was considered solved.

It appears intuitive to suggest that computers, for the most part, had the greatest impact on the study and developmental of systems theory. The iterative potential of the computer is useful for solving the large number of matrix equations existing in most closed form systems problems. In those cases where closed form solutions are not possible, open form solutions may still be arrived at through iterative approximation where the computer again allows the flexibility to include a large system of equations. Properties of many systems such as continuous time also lend themselves to methods of numerical approximation by iterative techniques.

Mesarovíc (1968) proposed a methodology for applying systems theory to biological problems. A summary of this approach for psychological systems is shown in the flowchart of Fig. 2.

```
psychological phenomenon
  modeling
  formal system
    deduction
    systems properties
    interpret
  psychological attributes
```

Fig. 2: Schematic of a systems modeling approach (from Mesarovíc, 1968).

As shown in the flowchart, after the initial characterization of the formal system, specific models applying predetermined assumptions may be devised and then tested.

Many problems will not require the entire framework provided by the general systems theory as will be the case in attacking the parallel-serial equivalence problem. To more fully understand what follows, though, we will introduce here a more formalized notion of a system.

**Formalization of a system**

We wish to introduce the notion of a system which shall be denoted as S. For a more detailed introduction interested readers may refer to Kalman (1965, 1969) or Arbib (1965).
The concepts and notation for the following definitions were chosen from the references above. For the purpose of brevity, though, only the more important concepts were chosen for discussion in this section.

$S$ consists of a 6-tuple $\langle T, U, X, Y, \varphi, \eta \rangle$ defined as follows:

$S = \langle T \times U \times X \times Y, \varphi, \eta \rangle$

$T = \langle \text{Set of all times or time environment within which } S \text{ operates} \rangle$

$U = \langle \text{Input space or set of all possible inputs to } S \rangle$

$X = \langle \text{State space or set pertaining to all possible internal conditions of } S \rangle$

$Y = \langle \text{Output space or set of all possible outputs from } S \rangle.$

And $\varphi$ and $\eta$ are mappings defined as follows:

$\varphi: T \times T \times X \times U \to X$ where $\varphi$ is the state-transition function, and

$\eta: T \times X \to Y$ where $\eta$ is the readout map.

The input to the system beginning at time $t_1$ and ending at the instant before time $t_2$ is denoted as $w(t_1, t_2).$ The bracket expresses the convention that the $t_1$ instant is included in the temporal interval plus all instants greater than $t_1$ and less than $t_2$ (but not including $t_2$).

The state-transition function for a particular set of values can then be expressed as follows:

$$\varphi(t_2; t_1, x(t_1), w(t_1, t_2)) = x(t_2) \in X \text{ for } t_1 < t_2.$$  \hspace{1cm} (3A)

This equation expresses the fact that knowledge of the state at time $t_1$ and knowledge of the admissible input from time $t_1$ until the instant before time $t_2$ is sufficient information to determine $x(t_2),$ the state of the system at time $t_2$. Implications about the procession of time from past to present and the causal relationship of the system are borne out by the state-transition function, i.e., the future may be determined by knowledge of the past.

At this point it is worth emphasizing that the state-transition function presented thus far is for a deterministic system, that is, there is a one-to-one or many-to-one mapping from past inputs and states to future state. In the next section we will redefine the state-transition function for a stochastic system where a probability distribution exists for each possible transition. The final mapping of the 6-tuple we need to consider is the readout map which takes on the following form for a set of specific values:

$$\eta(t_1, x(t_1)) = y(t_1) \in Y.$$ \hspace{1cm} (3B)

This function provides a deterministic mapping from a state at a particular time to the output of the system for that time. Here again, many psychological systems may be represented better by a stochastic readout map. This consideration will also be taken up in the next section. Combining equations 3A and 3B we have the following result:

$$\eta(t_2, \varphi(t_2; t_1, x(t_1), w(t_1, t_2)) = y(t_2) \text{ for } t_2 > t_1.$$ \hspace{1cm} (3C)

Therefore we have an equation which provides us with the output of the system at time $t_2$ given we know the state of the system at some time prior to $t_2$ and that we know the input sequence between times $t_1$ and $t_2.$

Systems operate in real life situations. When we wish to study a system, however, it is customary to observe the system within a carefully constructed and constrained framework. The present framework is an experiment. The importance of the experimental framework cannot be stressed enough. For a systems framework we define an experiment as follows:

173
Experiment

An experiment, E, consists of 3-tuple \((U, Y, T)\) where

\[
U = \text{the set of allowable inputs},
\]
\[
Y = \text{the admissible set of outputs},
\]
\[
T = \text{the space of time within which the experiment operates}.
\]

For instance in psychology, two types of experiments often used to test information processing characteristics are reaction time experiments and accuracy experiments. Although it is of course sometimes possible to combine them in the same paradigm, if more than one response is required, the later response times, may not be meaningfully related to the psychological process under study. The set of inputs, their timing and their relation to the set of outputs tend to differ for the two varieties of experiment. As more systems terms are defined in this and later sections, the reader should take note of the importance of the role the systems experiment actually plays in defining what can and cannot be measured or construed from a system.

It is essential that a system be compatible with an experiment if the system is to operate within a specific experimental framework. As we have defined it, if \(U_1, Y_1, \text{ and } T_1\) are the input, output, and time space of a system, \(L\), and \(U_k, Y_k, \text{ and } T_k\) the respective sets for an experiment, \(K\), the system \(L\) and experiment \(K\) are compatible if and only if

\[
U_1 \land U_k \neq 0, \quad Y_1 \land Y_k \neq 0, \text{ and } T_1 \land T_k \neq 0.
\]

As an example, consider an experiment which uses analog information. If the system we wish to run the experiment on handles only discrete information, the experiment and the system are not compatible.

As noted in the flowchart diagram of Fig. 2, and also well known in the area of psychology, it is convenient to construct a model, \(M\), of a system which is compatible with particular sets of experiments. An informal definition of a model is as follows:

Model definition

A model, \(M\), consists of a 6-tuple \(\langle T, U, X, Y, \varphi, \eta \rangle\), where each of the six sets may be defined as being some subset of its respective component in the system, \(S\). These subsets are defined by specific assumptions and rules chosen by the investigator.

Examples of two common assumptions or rules applied in the psychological literature are:

1. Distribution assumptions used in reaction time studies which may eliminate subsets of possible state or output variables.
2. Optimal guessing or partitioning strategies used in decision theory (one of these which will be used in the model of the whole-report experiment at the end of this chapter).

In many, perhaps most, engineering applications, one attempts to design the system with certain inputs, state mappings, and desired outputs in mind. In psychology and in 'black-box-engineering and computer science analysis' situations the precise \(\varphi\) and \(\eta\) mappings

\[\text{In some contexts it is helpful to emphasize the distinction between an abstract characterization and the real-world, nuts and bolts system itself. In such cases, we have referred to the real-world object as the "system" and the abstract characterization as the "model" of the system (Townsend & Ashby, in press). In much writing in the systems science area, the term "system" is used to refer to the abstract characterization. It will be convenient, and do no harm, to follow this convention here and to conceive of a model as a specified system.}\]
especially useful to test information retrieval and accuracy experiments, in them the same paradigm, if not the same, may be meaningfully used in inputs, their timing and their sequence of experiment. As more and more data become available, it becomes necessary to define what can and what cannot be done. For example, if the system is to operate in a reference frame, if $U_1, Y_1,$ and $T_1$ are the respective inputs, $Y_b,$ and $T_b$ are the respective outputs, and $T_e$ are compatible if and only if they are compatible.

Another important notion in systems theory is that of controllability. Informally, the property implies that one can force the system into any of its possible states by proper manipulation of the inputs. More formally we have:

**System controllability**

A system is controllable in an experiment if and only if for any $x \in X$, $\varphi(t_2; t_1, x(t_1), \nu(t_1, t_2)) = \theta$ for some $t_2 \in T$ where $\theta \in X$ is a preassigned state.

This definition simply assures us that we can force the system into the particular domain of our interests. Although little applied at least in a formal manner to psychological variables, it will undoubtedly come to be of considerable import in such areas as man-machine integration, motor control theory, optimal continuous time detection models, and so on.

For most psychological research it is presently too much to hope that data from our experiments will provide us with the actual mappings discussed above. Admissible values of inputs, outputs, and states. Observability and controllability over the entire system is also most likely beyond our reach. What we may be able to obtain, though, through correct experimental procedures, is observability and controllability over some subset of the system space which might be of specific interest for delineating classes of theoretical explanations which are capable of predicting and clarifying a given data base.

In a sense, modern psychology has always worked somewhat along the lines of the 'black box' technique in order to come to an understanding of the way the mind works, only it was not put in those terms. Furthermore, the propensity of those interested in such matters to borrow ideas from the physical sciences and objects goes back in time about as far as one wishes to look. The famous portrayal by Descartes of man as an automaton, characterized by the intricate clockwork figurines of the time, with the addition of a soul which interacted with the body automaton through the pineal gland, captures the spirit of this inclination. Perhaps only the radical Skinnerians (via Skinner's early precepts) can claim to have avoided this tendency.

One of the propitious aspects of modern systems theory is its very generality. As a case in point, a frequently heard criticism of this information processing approach is that it leans too hard on the digital computer analogy. It is thus said to be too narrow and imitative of 'dumb' computers, and possesses certain properties not because that is how
they really are, but because that is how computers are presently being built. The general concepts of systems theory provide a matrix within which a tremendous variety of already realized systems reside, but more importantly, within which new systemic architecture may be invented that is most appropriate to a specific class of environmental and psychological situations.

As an example, not only the theory of automata (the theoretical underpinning of the digital computer) is a specific type of system, so also are continuous time linear systems, which immediately offer the potential for continuous flow or cascade models of processing (e.g., Hoffman, 1978; Erickson & Schulz, 1979; McClelland, 1979; Townsend & Ashby, in press, CH 12) as well as parallel and hybrid types of processing. Even the currently attractive holographic models of perception and memory may be studied within the confines of system theory.

In the realm of behavioral psychology and other black box disciplines, the problem of system and model equivalence is critical. Although it is possible to define equivalence at the level of identical state and output mappings, such is of little interest here. More pertinent is what we might call "behavior equivalence"; however because we are working only with this type, we will drop the "behavior".

System-model equivalence

The models, M1 and M2, of two systems are equivalent in an experiment E = \([U, Y, T]\) if and only if for equivalent inputs, \(w_{m1}(t_1, t_2) = w_{m2}(t_1, t_2)\), the outputs, \(Y_{m1}(t_2)\) and \(Y_{m2}(t_2)\), are equivalent (where \(w_{m1}, w_{m2} \in U, Y_{m1}, Y_{m2} \in Y, \text{and} t_1, t_2 \in T\).

One might define system equivalence in such a way that the input state and output sets are not the same, yet the behavior of the two systems is entirely 'isomorphic' in the two models, but there is little point in doing so here. Notice that the subsystems and their hook-ups inside the overall system might be quite different in their 'anatomy' or 'wiring' yet perform in exactly the same fashion. Examples abound in linear systems theory and automata theory but are beyond the present space latitudes (but see Booth, 1967 in the case of theory of automata and DiStefano, Stubberud, & Williams, 1967 in the case of linear control systems).

As noted earlier, we need not, indeed, must not slavishly copy any particular class of systems. Rather we must carefully choose those concepts and techniques that seem most helpful and germane to the psychological quest. A case of where we need to develop more systems theory that is uniquely apposite to psycholoy is continuous time stochastic systems theory. Although literature on this topic exists in the engineering sciences, the reader will soon find that the theories are ill suited to psychological theorizing. For instance, in most engineering theory there is little concern with variation in processing time of a system that is inherent in the system itself. This is because in most applications, the system may be considered to be deterministic and all of the variability is placed in the signal. However, the view of most psychologists would probably be that in human mental processing the mental processes themselves are inherently stochastic in terms of how long they require to perform a given task, as well as perhaps the particular output they emit at a given point in time.

Actually, in many of the contexts where applied mathematicians talk about stochastic systems theory, there is almost no consideration of duration at all. The quality of description of the signal itself is of paramount interest. Now, in theory, one should be able to calculate the time needed to finish a task (or more precisely the probability distribution on that duration) from the type of description typically offered, but in fact it may be nearly impossible in realistic circumstances. In the few applications of linear systems theory (to take an example) to cognitive psychology, one usually ignores variance in processing time a thr...
sently being built. The general tremendous variety of already rich new systemic architecture of environmental and psycho-

Theoretical underpinning of the continuous time linear systems, or cascade models of processing (McClelland, 1979; Townsend & Ashby, 1978) of processing. Even the current memory may be studied within the context of ox disciplines, the problem of considerable interest here. More impossible because we are working

\begin{equation}
E = [U, Y, T] \text{ if and only if } U_{\text{in}} = Y_{\text{out}}(T), \text{ are equivalent (where}

The input state and output sets are entirely 'isomorphic' in the two that the subsystems and their 'anatomy' or 'wiring' are in linear systems theory and processes (but see Booth, 1967 in the Williams, 1967 in the case of multiple copies for any particular class of nonlinear and techniques that seem most here we need to develop more continuous time stochastic systems engineering sciences, the reader in the theorizing. For instance, in processing time of a system applications, the system may not be in the signal. However, human mental processing the terms of how long they require output they emit at a given

Theoricians talk about stochastic processes at all. The quality of description, one should be able to specify the probability distribution specified, but in fact it may be nearly linear systems theory (to nowmores variance in processing time. A recent linear systems model adds a random base activation to the activation accumulated in a set of linear integrators (McClelland, 1979). A response is determined when a threshold criterion is reached and the random amplitude component thus installs a source of reaction time variance. An example of a psychological model incorporating both a random decision threshold as well as randomly additive activation within a linear systems framework is that of Pacuit (1981). It appears that the stochastic element contained in the describing differential equation of Pacuit could be considered as inherent in the system itself.

There seem to be at least two potential ways out of this dilemma. One would be to use discrete time approximation. It is easier when dealing with an output for every input, to put a direct stochastic time element in such systems than it is with continuous time systems. Another course would be to develop theories that, like the engineering theories, are based on probabilistic linked with the input-output train or sequence. In contrast to that discipline, however, the theorist would take the option of putting the stochastic structure directly into the state and output mappings, rather than in the stochastic nature of the signal. (Obviously there are cases such as signal detection where the engineering approach is the most natural.) In any event this may give some hint of the kinds of discussion that may fruitfully (we hope) take place within the systems framework.

3. Stochastic systems approach to the parallel-serial equivalence problem

We are now ready to consider modeling the human visual information processing system. The complexity of this system causes us to modify the system definitions from the last section.

We must first consider the stochastic nature of the visual processing system. Whether one argues that the stimulus input to the system is simply too complex or that the human system contains components of 'free will', we concede that, for the present, an information processing model of the human system must be probabilistic or stochastic in nature.

The second consideration for modeling purposes is to specify the state of a piece of information at any time. The type of information that the system must deal with in most psychological situations is a list of conceptually distinct items. In the context of the visual processing system, items may typically be thought of as letters of the alphabet, individual digits or numbers, or sometimes specially devised nonsense symbols. In the most general case, the processing of each item takes place on a continuous basis. By this, it is meant that the state of any particular item may vary from completely unprocessed to completely processed. The opposite end of the spectrum may be a state of all-or-none state space for each item. In this case the state of an item may take on only the 'binary value' of completely unprocessed or completely processed. Any partially discrete and partially continuous approach between these two extremes of the spectrum may exist as well.

For the express purpose of modeling serial and parallel processing systems in Section 4, though, it will eventually serve our purpose to classify a piece of information as being in one of three possible categories of states:

1. Completely unprocessed,
2. Partially processed,
3. Completely processed.

We will typically presume that items in category (2) assume discrete values representing various degrees of processing, but this is not necessary. Thus, the model of the system we are dealing with will ultimately be classified as a discrete state continuous time stochastic processing system. Given this type of system we wish to supply a few formal definitions which are applicable to the situation.
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Definition of discrete state stochastic system

Let $S = \langle T, U, X, Y, P, P_r, P_s \rangle$ where $T$, $U$, $X$, and $Y$ are defined as before. $P_r$ is a stochastic process on the state transitions such that

$$P_r[X(t_2) \mid t_2; t_1, X(t_1), w[t_1, t_2]]$$

is the probability that the system is in state $X(t_2)$ at time $t_2$ given the system state at time $t_1$ was $X(t_1)$ and the input in the interim was $w[t_1, t_2]$. Note that the process $P_r(\cdot)$ is Markov in state and input since knowledge of previous state and input before $t_1$ is irrelevant given the state $X(t_1)$ and the input $w[t_1, t_2]$ is known. Similarly, $P_s$ is a stochastic process on the output mappings in the sense that

$$P_s[Y(t) \mid t, X(t)]$$

gives the probability that the output is $Y(t)$ at time $t$ where the system state is $X(t)$.

In some instances, given the state of the system, one might expect a specific or determined output. For a system that processes information, though, any state designating partial or no processing is capable of producing a distribution of outputs which is dependent upon the output space of the experiment. As an example, consider a multiple choice test. On many questions the system or person does not have complete knowledge that is necessary for correctly picking the correct output. The state of the system might be termed partial knowledge on some questions. Given the specific state, the system is able to eliminate some invalid alternatives and choose randomly or with some specified distribution from the remaining alternatives. The type of system that processes in such a manner is an important concept. This characteristic is desirable of most processing systems and the assumption is commonly used in most psychological models of information processing. We identify this type of system as an intelligent processing system and define it as follows.

Definition for an intelligent processing system (IPS) within a low accuracy systems experiment

An intelligent processing system may be defined according to two major assertions. First, the output of an intelligent processing system will always reflect at least the amount of information the system has obtained about the stimulus configuration. Second, the system must be stochastic, not deterministic.

As an example of such a system, consider a card player who is trying to guess which card is on top of a deck of cards. Initially, his chance of guessing correctly is one out of fifty-two. If the card player knows the card on top of the deck is a black card, it is only reasonable to assume that he will now narrow his choice of guesses down to all the black cards in the deck. Therefore, using the (IPS) assumption, we would now assess his chance of guessing the correct card as being one out of twenty-six. Thus, if the card player was questioned fifty-two times about the top card in the deck, we would expect him to be correct about twice. Therefore, on some trials or guesses, even though the processing system had only partial information about the state of affairs, he was able to exhibit an output (guess) which made it appear that the system had substantially more information about the top card in the deck (i.e., those guesses which were correct). If we look at all of the fifty guesses made by the card player we would probably find all of the guesses were black cards. Therefore, all of the outputs reflected at least the amount of information that the state of the system had obtained about the stimulus input. Now suppose the card player is also given the information that the card on top of the deck is a queen. The (IPS) assumption would now allow us to assess the card player’s chance of being correct.
At one-half (i.e., the card is black and it is a queen, therefore it must be either the queen of spades or the queen of clubs). Once again, if we asked the card player to make fifty guesses, his output (guesses) would either be the queen of spades or the queen of clubs. The output would, once again, reflect at least the amount of information the system had obtained about the input.

An important special case of the \( \langle IPS \rangle \) assumption is the notion of "sophisticated guessing" in recognition-confusion experiments (e.g., Broadbent, 1967; Townsend & Landon, in press a, b). The idea there is that when a noisy or fragmented stimulus pattern is received by an observer, he or she is able to use the partial information to pare down the list of potential alternative signals to a so-called "confusion set". The observer then employs some guessing strategy to select a response from that delimited set of possibilities.

The \( \langle IPS \rangle \) assumption is very simple, indeed, and we doubt that there are any human information processing models which do not use this assumption. The important point that we wish to emphasize, though, is that from a systems theory viewpoint, this assumption must be formulated and stated as one of the model's axioms. The topic concerning optimal use of the system state in choosing an output will also be dealt with in Section 4.

If we now assume we are dealing with an \( \langle IPS \rangle \) operating in an imperfect accuracy environment, we no longer have observability as defined in Section 2. What we do have might be termed statistical observability where for individual trials or realizations of an experiment we have no observability for many of the states. However, over many trials we may have statistical observability for some states which were not observable for individual trials by estimating guessing probabilities for such occurrences. Referring back to the card player's problem, we could statistically test the hypothesis that the card player knew the top card of the deck was a queen simply by observing the number of times the card player's guess was a queen and comparing this number to the random probability of choosing a queen, one out of thirteen. Once again, we point out that the idea of statistical observability is commonly used in most testing frameworks, but, it is necessary to classify the idea within the systems theory framework. We will deal with statistical observability later in this section, as well as in the tests used in Section 4.

At the present time, we wish to present definitions which lay the foundation for the systems approach to the parallel-serial study. Initially, we must have a way of defining the input to the system. This will be as follows:

**Definition of an item or input component**

An item or input component is assumed to be made up of features and can therefore be defined by a vector

\[ s_i = [s_{i1}, s_{i2}, \ldots, s_{in}] \]

where \( s_{ij} \) is the \( j \)th feature of item \( i \). Thus, the global stimulus display may be represented by a vector of vectors, each subvector designating an item by its features.

Given the input to the system is as such, we now present two typical types of experiments. Note in these two definitions that actually the form of the input to the system is described, and not the output. The wide class of outputs which may be obtained varies greatly with the paradigm.

**Standard parallel-serial reaction time experiment for fixed \( n \) with perfect accuracy**

A set of items is presented to the system simultaneously for a given duration. Sometimes the stimulus duration might last until a designated response is invoked and sometimes it might be preset. It is assumed
here that the items are processed until enough information is accumulated to make a correct response. In this type of experiment one may represent the input function to the processor as a vector

\[ w(t) = [w_1(t), w_2(t), \ldots, w_n(t)] \]

where \( w_i(t) \) gives the time course of the system response to the actual stimulus input which is typically a square wave (as much as possible); that is, all items are turned on or off instantaneously and simultaneously by the apparatus used to present the stimuli.

In many situations, it may be reasonable to assume for practical purposes that \( w(t) \) is a step function which lasts until requisite processing is complete so that we may consider the input as a constant set of items throughout processing.

**Parallel-serial experiment for fixed \( n \): high resolution and sharp masking**

This experiment is analogous to the previous experiment except that a square wave (in time) mask comes on at some point which effectively obliterates the display. It is not necessary to assume the display 'image' in the head is erased, only that information processing capability is essentially brought to a halt.

We have purposefully left out the description of the task in the two definitions above. By defining the tasks to be performed we define the output set for the experiment which we wish to leave open for the moment. With these definitions in mind we turn to the specific problem of representing a discrete state stochastic serial processing model and a discrete state stochastic parallel processing model. As systems both of these models may be represented by the 6-tuple

\[ S = [T, U, X, Y, P_n, P_s] \]

Our interest is to define both of these types of systems without any dependence upon the experimental framework. As mentioned earlier, the input, output, and time sets must prove to be consistent or compatible with those of the experimental framework. The stochastic output function, \( P_s \), is dependent upon response alternatives, causing this function to be indirectly dependent upon the specific experiment. Eliminating these sets as possible sources for definitional characteristics of parallel and serial processing models, we are left with \( X \), the state space set, and \( P_n \), the stochastic process on state transitions. It is these two sets within the 6-tuple definition of a system which are the natural defining operators of parallel and serial processing systems. Before using these concepts, though, in a proper definition, a clarification of the way we intend to use the state space set and stochastic transition function is in order.

**Discrete item, state space definition**

Let \( X \) be the set of admissible states. Characterize \( X \) by a vector \( \langle x_1, x_2, \ldots, x_n \rangle \) where \( x_i \) denotes the proportion of item \( i \) processed, \( 0 \leq x_i \leq 1 \) and \( 1 \leq i \leq n \). The state of a display which is completely processed is then represented by the vector \( \langle 1, 1, 1, \ldots, 1 \rangle \) while the initial state of a display before processing is represented by the vector \( \langle 0, 0, 0, \ldots, 0 \rangle \).

It is a trivial matter, though, to map the states as they would be classified from the definition above to the three categories previously noted as (1) completely unprocessed, (2) partially processed, and (3) completely processed.

Given the definitions for the stochastic system, we now present qualifying definitions (axioms) for the serial and parallel systems.
Discrete state (in item length) serial stochastic processing system

A processing system is serial in nature if and only if the state vector, \( x \), has the following restriction. For all \( x \in X \) where \( x = \langle x_1, x_2, \ldots, x_n \rangle \)

1. \( x = \langle 0, 0, 0, 0, \ldots, 0 \rangle \), \( t = 0 \)
2. \( x_i = 0 \) or \( 1 \) for all \( i \) ranging between 1 and \( n \) excluding \( j \)
   where \( j \) may be any one integer between 1 and \( n \) (e.g.,
   \( \langle 1, 1.5, 0, 0, 0 \rangle \) for \( 0 < t \))

\[ 0 \leq x \leq 1 \] for all \( 0 \leq t \).

This definition, which we later rename the **serial systems axiom**, is a result of the serial system only working on one item at a time. Therefore, if we observe the state of the system at any particular time, all items but one must be completed or not begun yet.

Part (2) simply states that information can only advance, never disintegrate or recede.

Discrete state (in item length) stochastic parallel processing system

A stochastic processing model is parallel in nature if and only if the following two propositions hold.

1. For all \( x_i \in X \) where \( x = \langle x_1, x_2, \ldots, x_n \rangle \) either
   (A) \( x = \langle 0, 0, 0, \ldots, 0 \rangle \), at \( t = 0 \)
   or
   (B) \( 0 \leq x_i \leq 1 \) for \( 1 \leq i \leq n \), \( 0 \leq t \)

and

2. \( p(x(t) | t_2; t_1, x(t_1), w(t_1, t_2)) = 0 \)
   if \( x(t_2) < x(t_1) \), \( 1 \leq i \leq n \), \( 0 \leq t_1 < t_2 \).

Part (1) of this definition sets up the acceptable states of processing, note that no states are ruled out after \( t > 0 \). Part 2 implies that the processing state of an item, viewed through \( x_i(t) \), can only advance, as in a serial system.

Our knowledge of a systems experiment and a systems representation now allows us to describe a general algorithm for distinguishing parallel and serial processing models. Let

\( U(S) = \) input set for an, as yet, undetermined type of processing system,
\( U(E) = \) input set of experiment E,
Y(S) = output set of the, as yet, undetermined type of processing system,
Y(E) = output set of experiment E,
X(s) = state space set of a serial processing model,
X(p) = state space set of a parallel processing model.

Now when we perform the experiment on the unknown processing system, we observe
the input-output pairs U(S) ∩ U(E) and Y(S) ∩ Y(E). If we have observability in our
experiment, we are able to determine a state space set, X(S) ∩ X(E), resulting from
the input-output pairs. We have the capability of distinguishing if the model is parallel
or serial if

\[ X(S) \cap X(E) \hspace{1em} \text{is contained in} \hspace{1em} [X(s) \cup X(p)]. \]

In other terms, we are saying that if we have a limited type of controllability, we may
force the observed state space to be contained within the state space which distinguishes
a parallel processor from a serial processor.

For clarity, we present an instance of a processing system which is given three items
to process. Consider three possible states of processing for each item. Let these three
states be denoted as:

(i) zero processing state denoted as 0,
(ii) partial processing state denoted as 1,
(iii) state of completed processing denoted as 2.

In the event that each item was composed of 2 features, this categorization would fully re-
present the possible processing states.

Then the serial state space, \( X_s \), is \( \{(0, 0, 0), (0, 0, 1), (0, 0, 2), (0, 1, 0), (0, 1, 1), (0, 1, 2),
(0, 2, 0), (0, 2, 1), (0, 2, 2), (1, 0, 0), (1, 0, 1), (1, 0, 2), (1, 1, 0), (1, 1, 1), (1, 1, 2), (1, 2, 0),
(1, 2, 1), (1, 2, 2), (2, 0, 0), (2, 0, 1), (2, 0, 2), (2, 1, 0), (2, 1, 1), (2, 1, 2), (2, 2, 0), (2, 2, 1),
(2, 2, 2)\}

Now the set of admissible states for a parallel system operating under these conditions
is equal to the full range expressed above, that is \( X_p = X_s \). Naturally, certain
transitions are not permitted to occur. Thus, \( (0, 0, 1) \rightarrow (0, 0, 2) \) or \( (0, 0, 1) \rightarrow (1, 0, 1) \)
may occur but not \( (0, 0, 1) \rightarrow (0, 0, 0) \) or \( (0, 0, 1) \rightarrow (0, 2, 1) \). The serial system is more
constrained as its state space is \( X_s = \{(0, 0, 0), (0, 0, 1), (0, 0, 2), (0, 1, 0), (0, 2, 0),
(0, 2, 1), (0, 2, 2), (1, 0, 0), (1, 0, 1), (1, 0, 2), (1, 1, 0), (1, 1, 1), (1, 1, 2), (2, 0, 0), (2, 1, 0),
(2, 1, 1), (2, 1, 2), (2, 2, 0), (2, 2, 1), (0, 1, 2), (2, 2, 2)\}

Observe that states such as \( (1, 1, 0) \) are disallowed (there are 7). Obviously the same
remark as before applies to transition possibilities; something like \( (0, 2, 2) \rightarrow (0, 1, 2) \)
cannot occur.

Given these admissible states in a specific instance of a model, distinguishing a parallel
processor from a serial processor becomes a matter of observing states that may be
contained in either the serial or parallel state space, but not in the intersection of
the two. There are a number of other distinguishing systems-property aspects of parallel
and serial processors as discussed by Townsend and Ashby (in press). Several of these
aspects, though, simply are not observable under most practical instances or experi-
ments we might consider. One defining property, though, which we shall make use
of for actually testing purposes, and is noticeable from the example above, is that a
serial processor may have only one item under partial completion for any specific time
during the experiment. Obviously, if the processing of every item is definable by only
two states, as when an item is comprised of only two features, then the state spaces will
be identical for parallel and serial systems. With these facts in hand, we continue on
to the next section where these properties are applied to actual test circumstances.
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4. Methods and testing using second guessing

The systemic differences between parallel and serial processing when embedded in appropriate models in certain instances permit the design of experiments capable of testing parallel versus serial processing. As stated in Section 3, the most apparent discrepancies between the two types of processing systems are, in this case, the sets of admissible state spaces. (Put differently, certain events have probability 0 of occurrence in the sample space of serial, but not parallel models.)

For the purpose of actually observing subsets of these admissible state spaces it appears that ordinary reaction time experiments will simply not serve our purpose. The reason is that at most, item completion times are observed and the underlying intermediate states are hidden from view. Previous parallel-serial equivalence theorems are based on completion times, that is, are preferable to reaction time experiments (e.g., Townsend, 1972, 1976a, b; Vorberg, 1977). Therefore, we suggest a procedure involving accuracy with second guessing.

As an example here, we present a whole-report experiment with second guessing where a single display consists of two randomly chosen (with replacement) stimuli. This procedure was actually implemented and will be compared against the two tests developed later in this section. In these procedures we also restrict the second guess to be different from the first for each position in the display.

If we let C denote a correct guess and I denote an incorrect guess, all possible outputs of the experiment may be categorized by the four-dimensional vector consisting of:

(1st guess left position, 1st guess right position, 2nd guess left position, 2nd guess right position)

Given the binary output for each position, the admissible output set for the system is given by:


If we now denote the possible states for each position as in the last section where:

- zero information state = 0
- partial information state = 1, and
- complete information state = 2,

we now have the corresponding readout map between admissible states and possible (i.e., those with nonzero probability) outputs shown in Tab. 4A.

Now if we observe certain outputs a specific percentage of the time over many trials we are statistically 'assured' that certain states are actually occurring. As an example, we note that the output (I, I, C, C) may occur as a result of four distinct states. However, three of these states can only result in the output (I, I, C, C) by means of pure guessing. Given the stimulus set, we may determine a statistical maximum for the output (I, I, C, C) occurring as a result of the three pure guessing states. If the number of occurrences of this output is greater than this statistical maximum, we may be statistically confident of having observed the state denoted from Tab. 4A as (I, I).

An even more general, but less apparent property in Tab. 4A is that the serial processor is permitted only one partially completed item. This property follows from the definition for a serial system and will be more thoroughly discussed in the application of Test 1 which we now present.
Tab. 4A: Example of state-to-output mappings for whole-report experiment with second guessing where the stimulus input consists of two items (left, right)

State map for two items to process (left, right) where
0 denotes no processing
1 denotes partially processed state
2 denotes totally processed state

<table>
<thead>
<tr>
<th>State number</th>
<th>(left, right)</th>
<th>Readout map</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(0, 0)</td>
<td>(1, 2, 3, 4, 5, 6, 7, 8, 9) → (C, C, I, I)</td>
</tr>
<tr>
<td>2</td>
<td>(0, 1)</td>
<td>(1, 2, 4, 5, 6) → (C, I, I, I)</td>
</tr>
<tr>
<td>3</td>
<td>(0, 2)</td>
<td>(1, 2, 4, 5, 6) → (C, I, I, I)</td>
</tr>
<tr>
<td>4</td>
<td>(1, 0)</td>
<td>(1, 2, 3, 4, 5, 6) → (I, C, C, I)</td>
</tr>
<tr>
<td>5</td>
<td>(1, 1)</td>
<td>(1, 2, 4, 5) → (I, I, C, I)</td>
</tr>
<tr>
<td>6</td>
<td>(1, 2)</td>
<td>(1, 2, 4, 5) → (I, I, C, I)</td>
</tr>
<tr>
<td>7</td>
<td>(2, 0)</td>
<td>(1, 2, 4, 5) → (I, I, I, I)</td>
</tr>
<tr>
<td>8</td>
<td>(2, 1)</td>
<td>* where C denotes correct guess</td>
</tr>
<tr>
<td>9</td>
<td>(2, 2)</td>
<td>I denotes incorrect guess</td>
</tr>
</tbody>
</table>

* and the vector of length four is (first response left position, first response right, 2nd guess left, 2nd guess right)

Test 1: Loose sieve: liberal nonparametric test of serial model employing second guess procedure

The null hypothesis employed for this test, as well as Test 2, is

$H_0$: The system is a serial processor.

The alternative hypothesis is:

$H_1$: The system is not a serial processor.

The method used to test this hypothesis will be to statistically observe (as discussed previously) if any states occur which are not allowable states in a serial processor.

Using a whole-report, second-guess procedure as previously described, the parameters of such a procedure are as follows:

$M = \text{number of stimuli in stimulus set,}$
$N = \text{number of stimuli used in one display,}$
$n = \text{number of trials,}$
$p = 1/(M-1) = \text{probability of guessing correctly in any position on second guess given first response is incorrect,}$
$J = \text{number of trials on which the whole display is reported correctly on the first response,}$
$K = \text{number of items reported correctly on the first response in a display with N stimuli over n trials,}$
$W = \text{total number of correct guesses in the experiment.}$

The basic idea of this test is to statistically estimate the maximum number of correct second guesses possible in a serial model given the experimental paradigm described previously. We shall denote this maximum as $Y_{1-\alpha}$ (where $1 - \alpha$ is the probability of a confidence interval, explained further below) and compare it to the observed number of correct second guesses, $W$.

Within a whole report, second guess experimental framework, we have assumed that a completely processed item is identified correctly. The states that may yield an incorrect first response and a correct second guess on a particular item in a display are:
Type (1) — state where an item is as yet not even partially processed
Type (2) — state where the item is partially processed.

We shall denote the maximum number of correct second guesses that result from type (1) state items as \( Y_{1-a} \) and the maximum number of correct second guesses that result from type (2) state items as \( Y'' \). Therefore,

\[
Y_{1-a} = Y'_{1-a} + Y''.
\]

Likewise, we shall let \( W' \) and \( W'' \) denote the number of second guesses in the experiment that occur from type (1) state items and type (2) state items, respectively. Therefore it follows that

\[
W = W' + W''.
\]

With these equations, we have proposed that we will estimate the maximum number of second guesses possible from the additive combination of the maximum number of second guesses that may occur for items in the type (1) state and items in the type (2) state. Now, the number of items in the experiment which are incorrectly identified on the first response may be observed, and therefore considered a constant in the experiment. This total is some additive combination of the two disjoint types of states (i.e., type (1) and type (2) states). Our objective is to estimate the maximum number of second guesses that can occur, and it is more likely that an item in the state noted as type (2) will be correctly second-guessed. Therefore, we will first estimate the maximum number of type (2) states that can occur. We will then find the number of type (1) states that can occur by subtracting the maximum number of type (2) states that we have estimated from the constant number of total possibilities we have observed in the actual experiment.

With respect to a serial processor, the following property provides us with a constraint on the number of partially processed items an experiment may yield. We reiterate the

Serial systems axiom

Given a serial processor working on a single display of stimuli or items, the state of the system is such that at any time only one item may be in a state of partial completion.

Therefore, if there are \( n \) trials in an experiment, and on \( J \) trials the entire stimulus display is identified correctly, there remain a maximum of \( (n - J) \) items in the type (2) state which may lead to a correct second guess. Now we require two assumptions regarding the item’s second guessing probability. They are:

1. Pure guessing (i.e., type (1) state item) occurs when there is no information on an item. The structure of the guessing is such that independence exists across items in a display and across displays within an experiment.
2. For this test it is liberally assumed that any item partially processed (i.e., type (2) state items) but not correctly reported on the first response, is correctly guessed on the second response.

Now consider items in each display of type (1) where no processing has occurred. If no processing has been done, assumption 1 applies to the particular item. The independence assumption tells us we have a Bernoulli trial with the probability of correct second guessing being the parameter ‘p’. Over \( n \) trials with \( N \) items shown on each trial the distribution on guessing with no information is binomial. To estimate the maximum
number of correct second guesses on these items where there is no information, we compute a statistical maximum for a binomially distributed variable. This distribution is characterized by two parameters, the total number of possible occurrences and the probability of an occurrence. In this instance an occurrence signifies a type (1) item which is not reported correctly on the first response. The number of occurrences of type (1) items not reported correctly on the first response is

\[(Nn - K - (n - J))\]

where \(Nn\) is the total number of items presented during the experiment, \(K\) as denoted before is the number of items reported correctly on the first response, and \((n - J)\) is the maximum number of partially processed items not reported correctly on the first response in a serial processor. The probability of an occurrence or correct second guess in this instance is \(p = 1/(M - 1)\) as denoted earlier.

If the possible number of occurrences is large, we may use a Normal approximation to estimate the maximum in a binomially distributed variable. In this instance we derive the statistical maximum from the positive side of the confidence interval

\[\bar{x} = z_{1-\alpha}\hat{\sigma} \]

where \(\bar{x}\) is the sample mean, \(z_{1-\alpha}\) comes from the Normal table, and \(\hat{\sigma}\) is the standard deviation. In our case, this yields a statistical maximum for the number of correct second guesses on type (1) state items which we have denoted \(Y_{1-\alpha}'\) where

\[Y_{1-\alpha}' = p(Nn - K - (n - J)) + z_{1-\alpha}\sqrt{p(1-p)}\]

and the probability of \((W > Y_{1-\alpha}') = \alpha\). (Recall that \(W\) is the experimentally realized — but unobservable — number of type (1) second guesses.) In the above equation \(p(Nn - K - (n - J))\) is the average number of items correctly second guessed estimated from the set of type (1) items which were not reported correctly on the first response, and \(\sqrt{p(1-p)}\) is the standard deviation for these specific items.

Next, we must consider the second guessing capabilities for items in the type (2) state; the partially processed state. Remember that the serial systems axiom permits at most one partially processed item per display or trial for each display not correctly reported on the first response, and that assumption (2) allows all of the partially processed items to be correctly guessed on the second response. We can then calculate the maximum number of correct second guesses for partially processed items as being \(Y'' = (n - J)\). Note that the probability of \((W'' < Y'') = 1\) due to our assumptions about partially processed items.

Now we combine the estimate for maximum second guessing on items where there is partial information, \(Y'' = (n - J)\), with our Normal approximation on items where there is no information, \(Y'\). Our results yield

\[Y_{1-\alpha} = Y_{1-\alpha}' + Y'' = p(Nn - K - (n - J)) + (n - J) + z_{1-\alpha}\sqrt{p(1-p)}\]

and that \(P(W = W' + W'' \leq Y_{1-\alpha}' = Y_{1-\alpha}' + Y'') = 1 - \alpha\).

Equivalently, with confidence \(1 - \alpha\), the maximum number of correct second guesses in the experiment will be less than \(Y_{1-\alpha}'\).
Test 2: Tighter sieve: conservative nonparametric test employing second guess procedure

Test 2 is a refinement of Test 1. In Test 1 it was assumed that partial information always led to a correct second guess if the first guess was incorrect. Under this initial assumption we found that the type (2) term of the estimate for the maximum number of second guesses was \( Y'' = n - J \). This term may tend to yield gross overestimates of second guessing ability, so we now wish to make stronger assumptions about the amount of partial information a Subject has and the usefulness of the information.

We begin with a restriction on the stimulus set. Assume a stimulus set composed of the power set of \( Q \) feature positions or element positions. This stimulus contains \( 2^Q \) stimuli, including a blank stimulus. We now suppose that the Subject identifies a stimulus by searching or sampling from each possible feature position. Therefore the Subject must check \( Q \) feature positions in order to positively identify a stimulus.

Our next assumption is that given partial processing, we assume it equally likely that the Subject has processed anywhere from one to \( Q - 1 \) of the feature positions. Therefore, the average number of feature positions processed is given by:

\[
\left( \frac{1}{Q - 1} \right) \sum_{k=1}^{Q-1} k = \frac{1}{Q - 1} \left( \frac{Q - 1}{2} \right) = \frac{Q}{2}.
\]

Using the term, \( Q/2 \), as the average number of feature positions processed given partial processing, we wish to estimate the probability of making a correct second guess given an incorrect first response on an item when \( Q/2 \) feature positions have been processed. For a stimulus set made up from a power set of \( Q \) feature positions, an optimal decision process is one that reduces the response set by a factor of two for each feature position processed. The reader may recall that in a stimulus set made up of the power set of features, half of the stimuli contain a specific feature and half of them do not. Therefore, when a feature position is processed, half of the stimulus set may be rejected for response purposes on the grounds that they do or do not contain a feature in a specific position.

Thus, given a stimulus set composed of the power set of \( Q \) features where one feature position is processed and the first response on a single item is incorrect, there remain \( 2^{(Q-1)} - 1 \) possible items in the stimulus set from which to choose. Since the average number of features processed in our case is \( Q/2 \), there remain \( 2^{(Q/2)} - 1 \) stimuli remaining in the response set and the probability of guessing correctly from this set is \( 1/(2^{Q/2} - 1) \).

Now replacing the type (2) term of Test 1, \( Y'' \), with the new guessing factor for partial information and multiplying this factor by the appropriate number of trials where a partially processed item is available for second guessing, we obtain the new estimate for the \((1 - \alpha)\) confidence statistic on the maximum number of second guesses where:

\[
Y_{1-\alpha} = Y_{1-\alpha} + Y'' = \frac{n - J}{2^{Q/2} - 1} + \frac{n - J}{2^{(Q/2)} - 1}
\]

and now

\[
P\left(Y \leq Y_{1-\alpha}\right) = 1 - \alpha,
\]

or equivalently, with confidence \( 1 - \alpha \), the maximum number of correct second guesses in the experiment will be less than \( Y_{1-\alpha} \).
Whole report experiment utilizing Test 1 and Test 2

Townsend and Evans conducted an accuracy experiment of the whole report variety employing the second guess procedure (see Townsend, 1981 for further discussion of issues in whole report behavior). The stimulus display for each trial consisted of two items displayed on a cathode-ray tube computer terminal with lateral and backward masking to reduce visibility. Three subjects reported first guesses and second guesses which were restricted to being different from the first guesses in each of the two display positions. The stimuli for the two positions in each display were randomly chosen with replacement from the alphabet minus the letters {A, E, I, O, U, Y}. For the purpose

Tab. 4B: Townsend and Evans whole-report results

<table>
<thead>
<tr>
<th>Statistic or parameter</th>
<th>subject</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>N</td>
<td>1600</td>
</tr>
<tr>
<td>M</td>
<td>140</td>
</tr>
<tr>
<td>P</td>
<td>904</td>
</tr>
<tr>
<td>(Nn - K - (n - J))</td>
<td>836</td>
</tr>
<tr>
<td>n - J</td>
<td>1460</td>
</tr>
<tr>
<td>$\frac{\sqrt{Nn - K - (n - J) p(1-p)}}{\sqrt{Nn - K - (n - J) p(1-p)}}$</td>
<td>59</td>
</tr>
<tr>
<td>Total number of observed correct 2nd guesses</td>
<td>199</td>
</tr>
<tr>
<td>Test 1 (maximum statistic)**</td>
<td>1820</td>
</tr>
<tr>
<td>Test 2 (maximum statistic)** with Q</td>
<td>547</td>
</tr>
<tr>
<td>$= \text{estimated number of feature positions} =$</td>
<td>373</td>
</tr>
<tr>
<td>4</td>
<td>526</td>
</tr>
<tr>
<td>5</td>
<td>201</td>
</tr>
</tbody>
</table>

* rejects serial model for this level
** maximum statistical estimate at 95 per cent confidence level (i.e., using $Z$ (alpha = .05))

Note that the numbers listed under Tests 1 or 2 were compared with observed total number of correct guesses. The fact that the latter quantity is usually less than the test criteria indicates the general passing of the tests.

Of brevity we shall dispense with the rest of the procedural description. The obtained statistics in reference to Test 1 and Test 2 are given in Tab. 4B.

Since the stimulus set used was not actually a power set of feature positions, Q, as taken from Test 2, was made a free parameter. Tab. 4B shows that the serial model was not rejected for any of the subjects using Test 1. Under Test 2, the serial model was rejected for Subject 3 when Q, the number of feature positions, was set to six or above, and for Subject 2 when Q was set to seven or above.

With only two positions to be processed, it might have been expected that parallel processing, or at least some alternative to serial processing might have taken place. However, we might note that Test 1 is ultra-liberal with respect to accepting a serial processor when only two stimulus positions exist in a display. Test 2 may also be con-
sidered somewhat liberal (albeit much less so than Test 1) due to our assumption that the subjects operate in an optimal fashion with respect to guessing with partial information. The authors feel that the algorithm used by the (IPS) to arrive at an output is of importance in this context. In these two tests, we have chosen two separate algorithms,

(1) the (IPS) can respond correctly on the second guess anytime it has any information at all about the item, and

(2) the (IPS) works optimally with respect to a discrete power set of feature position information.

The stimulus set used in the experiment presented was not particularly designed for the study of (2), which we feel is an attractive option open for study. Further research into (2) as a viable decision or response algorithm with respect to a whole-report, second guess paradigm can be conducted by choosing various stimulus sets composed of power sets of various feature positions.

In summing up, we must conclude that the data have successfully navigated the first two nonparametric serial sieves. This suggests the existence of a detailed serial model that might predict the finer grain of the experimental results; one, for instance, based on a specific stochastic process.

It should be noted that we have not ruled out parallel processing with the current sieves; we simply have not been able to reject serial processing. However, it should be noted that with regard to the present type of experiment, the serial models make much stronger assumptions than parallel models. In fact, it has been suggested that many hybrid models possess an underlying event space like those of parallel models; but, few possess the tightly restricted event space of serial models (Townsend & Ashby, in press). Nevertheless, it should be possible to construct nonparametric sieve tests for parallel processing analogous to those constructed for serial models.
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