The properties of ion-water clusters. I. The protonated 21-water cluster
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The \textit{ab initio} atom-centered density-matrix propagation approach and the multistate empirical valence bond method have been employed to study the structure, dynamics, and rovibrational spectrum of a hydrated proton in the “magic” 21 water cluster. In addition to the conclusion that the hydrated proton tends to reside on the surface of the cluster, with the lone pair on the protonated oxygen pointing “outwards,” it is also found that dynamical effects play an important role in determining the vibrational properties of such clusters. This result is used to analyze and complement recent experimental and theoretical studies. © 2005 \textit{American Institute of Physics}. [DOI: 10.1063/1.2007628]

\textbf{I. INTRODUCTION}

The stability, orientation, and structural features of protonated and unprotonated water clusters\textsuperscript{1–10} have significance for biological,\textsuperscript{11–14} atmospheric,\textsuperscript{15,16} and condensed phase chemistry. Protonated water clusters have been the subject of a rich experimental\textsuperscript{21,17–25} and theoretical literature.\textsuperscript{1,26–49} Early mass-spectrometric studies\textsuperscript{21,22,50} on protonated clusters revealed H\textsuperscript{+}(H\textsubscript{2}O)\textsubscript{21} and H\textsuperscript{+}(H\textsubscript{2}O)\textsubscript{31} to have greater stability as compared to clusters of similar sizes. Due to this fact, the well-studied H\textsuperscript{+}(H\textsubscript{2}O)\textsubscript{21} species has often been referred to as a “magic number” cluster and its additional stability has been proposed as the reason for its greater abundance in the earth’s stratosphere.\textsuperscript{21,50}

Recently, Shin \textit{et al.}\textsuperscript{1} and Miyazaki \textit{et al.}\textsuperscript{2} have reported detailed infrared data and theoretical studies for small clusters including H\textsuperscript{+}(H\textsubscript{2}O)\textsubscript{21}. The authors have independently shown that the spectral features observed for the dangling hydroxyl bond stretch collapse into a single feature for 21- and 22-molecule clusters then reemerge as a multiplet for 23-molecule and larger clusters. This result is complemented by a recent study conducted by Wu \textit{et al.}\textsuperscript{4} The authors\textsuperscript{4} performed mass-spectrometric and infrared studies in conjunction with Monte Carlo sampling of the 21-mer potential energy and \textit{ab initio} single-point optimization and frequency calculations. They note that at low-pressure conditions, the dangling OH stretch has the propensity to display a weak doublet which is due to open noncagelike configurations that may be visited as part of the experimental ensemble sampling. These simulations imply that all dangling bonds in the 21- and 22-molecule clusters arise from molecules at remarkably similar binding sites. Miyazaki \textit{et al.},\textsuperscript{2} through spectral changes with increasing cluster size, have also concluded the existence of three distinct morphological forms in protonated water clusters. Protonated clusters with less than ten water molecules form chain structures. For clusters containing 10–21 water molecules the hydrogen-bond network conforms to a two-dimensional sheet or net structure. The hydronium in both the network and chain topologies donates all three hydrogens to bonds with neighboring molecules and is hence at the center of the bonding network although there is no clear interior for clusters of such size. The authors noted that conversion from the network structure to nanometer-sized cages occurs in clusters with 21 water molecules or more. Shin \textit{et al.}\textsuperscript{1} carried out a number of electronic structure studies on low-energy isomers of 21- and 22-molecule clusters and concluded that the arrangements with an interior hydronium were on average \textasciitilde9 kcal/mol higher in energy than those with the hydronium on the cluster surface. However, the experimental and theoretical IR spectral studies were not in agreement\textsuperscript{1} concerning the modes accessible for hydroxyl stretch in the protonated species.

In the current paper we examine the behavior of the “magic number” 21-water protonated cluster at a variety of different temperatures using an \textit{ab initio} molecular-dynamics approach called atom-centered density-matrix propagation\textsuperscript{51–56} (ADMP) and the second-generation multi-
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state empirical valence bond (MS-EVB2) model. The latter model, combined with the parallel basin hopping and tempering (PBHaT) algorithm, which will be reported in a forthcoming paper,58 enabled an efficient and complete sampling of the potential surface at many different temperatures. In addition we employ single-point optimization and frequency calculations on snapshots obtained from the ADMP simulations, and MP2 calculations using large basis sets to examine and confirm our results. The experimental frequency calculations are compared with the vibrational spectrum obtained directly from ADMP simulation data at finite temperature, which thereby includes dynamical effects. This leads to interesting interpretations of the spectroscopic work of Shin et al.1 Radial distribution functions obtained from ADMP further quantify these results and show that both Zundel and Eigen cation forms of the hydrated proton are present in our dynamics simulation. In addition, our ADMP simulations demonstrate that the conformations having the protonated species on the surface could be anywhere between 10 and 20 kcal/mol more stable compared to structures with the protonated species in the interior. We also present initial studies on the spectroscopic change due to the presence of argon interacting with this cluster, since argon is used as a messenger in previous experimental spectroscopic studies.19,59

The paper is organized as follows: In Sec. II the computational methods used in this study are briefly outlined. In Sec. III the dynamics results are described where it is seen that the protonated species spontaneously migrates to the surface of the cluster. In Sec. III the vibrational properties of this cluster, obtained from the dynamics, are also analyzed in detail while in Sec. IV conclusions are presented.

II. COMPUTATIONAL METHODOLOGY

The simulations in this paper were carried out using an ab initio molecular-dynamics approach called ADMP,51–56 the second generation MS-EVB2 (Ref. 57) approach, and PBHaT.58 The ADMP simulations were carried out using the Gaussian series of electronic structure programs.60 The MS-EVB2 simulations were conducted using a modified version of the DEPOLY (Ref. 61) simulation package. The results were further confirmed through post-Hartree-Fock MP2 calculations using a large triple-zeta polarized-diffused basis set. ADMP has been shown to be accurate and efficient in studying the dynamics of medium- to large-sized systems in the multipicosecond time scale.51–56 MS-EVB has been successfully used to treat proton transport in water57–65 and a variety of aqueous and biomolecular systems.66–72 MS-EVB is a partially polarizable model where the charge distribution is dynamic and it reproduces the Zundel versus Eigen behavior very well.

In ADMP the choice of basis set and density functional is critical. To help in making the proper choice, a detailed analysis was conducted using a variety of basis functions and density functionals (such as B3LYP, BLYP, and BPBE) for the water dimer system, with and without basis-set superposition error.56 Based on these results, the B3LYP and BPBE density functionals with the double-zeta polarized-diffused 6-31+G** basis were chosen for all ADMP simulations. Higher-level MP2 calculations using a triple-zeta polarized-diffused basis, 6-311++G**, were used to further validate our ADMP results. A time step of 0.25 fs in ADMP and a valence fictitious mass of 180 a.u., along with a tensorial mass-weighting scheme, were employed as in earlier studies.52 Two different kinds of ADMP simulations were performed to study the system. The first set of simulations were performed under constant temperature (NVT) conditions and results from these simulations were used to analyze structural features of the water cluster. The constant temperature condition was enforced through velocity scaling. The instantaneous temperature in this case was calculated assuming equipartition theorem, and it was found that approximately 95% of the configurations were within 10 K from the target temperature, which was considered satisfactory. A second simulation was then performed at constant energy (NVE) starting from a final NVT simulation configuration. The results from this simulation were used to analyze the dynamical properties calculated using time correlation functions.

The MS-EVB2 simulations using the PBHaT algorithm were carried out as described in a forthcoming paper.58

III. RESULTS AND DISCUSSION

The NVT ADMP simulations were performed at 150, 200, and 300 K using B3LYP/6-31+G** and BPBE/6-31+G** levels of density-functional theory (DFT) and Gaussian basis set. Three different starting geometries were considered for enhanced sampling. (The simulations are summarized in Table I for clarity.) All of the starting geometries had the proton fully solvated in the center of the cluster. The starting geometry for the first set of simulations was a regular dodecahedron, with the hydronium in the center. This structure was originally proposed by Yang et al.24 The associated set of ADMP simulations conducted at 150, 200, and 300 K using B3LYP/6-31+G** and BPBE/6-31+G** (that is six different ADMP simulations) are together represented as simulation I in the discussion below. The second starting geometry was obtained from a gradient optimization of the starting geometry used in simulation I. The geometry optimization was performed using a polarizable water model73 and the corresponding ADMP dynamics, conducted at 200 K using B3LYP/6-31+G**, is represented as simulation II. (The starting geometry for simulation II leads to the lowest-energy conformation that we found, which still had the protonated species on the interior of the cluster.) A third starting geometry was obtained from equilibration of the second structure using MS-EVB2. The associated ADMP trajectory, also conducted at 200 K using B3LYP/6-31+G**, is represented as simulation III. All of these simulations are used to study the structural features of the cluster and our results are described in Sec. III A. In addition, for further sampling of the cluster potential surface and to understand the behavior of the system at multiple temperatures, we have also conducted PBHaT studies with the MS-EVB2 model at temperatures ranging from 100 to 450 K. PBHaT (Ref. 58) is a parallel tempering scheme that allows switching between multiple-temperature simulations based on a basin hopping.

TABLE I. Summary of ADMP simulations performed under NVT conditions for structural analysis. The simulations are described in Sec. III A.

<table>
<thead>
<tr>
<th>Temperature (K)</th>
<th>Simulation I</th>
<th>Simulation II</th>
<th>Simulation III</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DFT functional</td>
<td>B3LYP</td>
<td>BPBE</td>
</tr>
<tr>
<td>150</td>
<td></td>
<td>B3LYP</td>
<td>BPBE</td>
</tr>
<tr>
<td>200</td>
<td></td>
<td>B3LYP</td>
<td>BPBE</td>
</tr>
<tr>
<td>300</td>
<td></td>
<td>B3LYP</td>
<td>BPBE</td>
</tr>
</tbody>
</table>

The protonated species was directed outwards from the surface. This observation is consistent with our earlier studies which reinforces the concept that the protonated species in water clusters has “hydrophobic” and “hydrophilic” sites, the hydrophobic region being in the vicinity of the lone pair on the oxygen atom. This is, however, more than the surface area was also used to monitor the progress of the protonated species. The migration or shuttling of the excess proton is on the surface, snapshots were obtained from simulation II. The B3LYP level of density-functional theory with a double-zeta polarized-diffused basis set, 6-31+G**, was employed to optimize these snapshot configurations. These optimized snapshots provided a family of “inherent” structures to represent the dynamical trajectory and revealed that the configurations with the proton on the exterior may be about 10–20 kcal/mol lower in potential energy as compared to the local minima with the proton on the interior (see Fig. 2). Higher-level MP2 calculations using larger triple-zeta polarized-diffuse basis functions, 6-311++G**, were used to further confirm these results. Additional analysis of the components of the total electronic energy in the ADMP simulations lead to the interesting observation that the nuclear-nuclear repulsion energy and electron-electron correlation energy are in fact larger for the configurations that have the proton on the surface. This is, however, more than the surface area was also used to monitor the progress of the protonated species. The migration or shuttling of the excess proton is on the surface, snapshots were obtained from simulation II. The B3LYP level of density-functional theory with a double-zeta polarized-diffused basis set, 6-31+G**, was employed to optimize these snapshot configurations. These optimized snapshots provided a family of “inherent” structures to represent the dynamical trajectory and revealed that the configurations with the proton on the exterior may be about 10–20 kcal/mol lower in potential energy as compared to the local minima with the proton on the interior (see Fig. 2). Higher-level MP2 calculations using larger triple-zeta polarized-diffuse basis functions, 6-311++G**, were used to further confirm these results. Additional analysis of the components of the total electronic energy in the ADMP simulations lead to the interesting observation that the nuclear-nuclear repulsion energy and electron-electron correlation energy are in fact larger for the configurations that have the proton on the surface. This is, however, more than the surface area was also used to monitor the progress of the protonated species. The migration or shuttling of the excess proton is on the surface, snapshots were obtained from simulation II. The B3LYP level of density-functional theory with a double-zeta polarized-diffused basis set, 6-31+G**, was employed to optimize these snapshot configurations. These optimized snapshots provided a family of “inherent” structures to represent the dynamical trajectory and revealed that the configurations with the proton on the exterior may be about 10–20 kcal/mol lower in potential energy as compared to the local minima with the proton on the interior (see Fig. 2). Higher-level MP2 calculations using larger triple-zeta polarized-diffuse basis functions, 6-311++G**, were used to further confirm these results. Additional analysis of the components of the total electronic energy in the ADMP simulations lead to the interesting observation that the nuclear-nuclear repulsion energy and electron-electron correlation energy are in fact larger for the configurations that have the proton on the surface. This is, however, more than
compensated for by a large reduction in the electron-nuclear attraction energy. It was further noted that the electronic kinetic energy was marginally lower when the protonated species was on the surface, thus adding to its energetic stabilization.

The effects due to nuclear-nuclear repulsion energy and electron-electron correlation energy are quite interesting and seems to further rationalize our earlier conclusions that the hydrated proton is in some ways amphiphilic. The increase in nuclear-nuclear repulsion energy as the proton goes to the surface indicates that the average distance between most nuclei in the “surface” configuration is less than the average distance between these for the configurations with the proton in the interior of the cluster. This indicates that the proton is “squeezed” out of the nanodroplet and this is very much reminiscent of the effect seen from the ejection of a hydrophobe from the interior of a water cluster. A similar analysis of the fact that the electron-electron correlation energy increases as the proton becomes surface bound leads to the same conclusion.

This intriguing “ejection” of the protonated species to the surface found in our simulations is consistent with our earlier predictions on the protonated water cluster system and water/vacuum interfaces. A similar structure has been earlier predictions on the protonated water cluster system that binds to nonbonded hydrogen atoms. It was found that up to ten TMA molecules bind to the H⁺(H₂O)₂₁ cluster, leading these authors to conclude that there must be up to ten hydrogen atoms “dangling” outwards from the cluster with no hydrogen bonds. To explain this observation, they proposed a clathratelike structure formed by 20 water molecules, with ten dangling hydrogen atoms, and with the excess hydronium located at the center of the 20-water clathrate. For all of our ADMP trajectories, however, the change in the number of non-hydrogen-bonded dangling hydrogen atoms was monitored during the simulation, and it was found that this number remained close to ten (fluctuating between 9 and 11) throughout the simulation, thus being consistent with the experimental result. However, by contrast most of the structures obtained in the present simulations have the protonated species on the surface.

To further understand this amphiphilic behavior of the protonated species we have conducted PBHaT studies on the 21-mer and the results are depicted in Fig. 3. Shown here is a plot of the water probability density (dark shade) and the probability density of the excess protonic charge center (light shade) as a function of the distance from the cluster center along one axis and the temperature along the other axis. For a fixed temperature a slice along the distance axis is essentially the radial distribution function for the water or excess proton (depending on the shade in the figure) from the center of the cluster. At low temperatures the excess proton density is strongly peaked and on the surface of the cluster. As the temperature is increased, the distribution of excess proton density begins to broaden while maintaining a strong presence on the surface. At the same time, as the temperature is increased the water cluster begins to melt (in the temperature range of 150–200 K) and some open noncagelike structures begin to become important at the highest temperatures. Hodges and Wales and Wu et al. have performed Monte Carlo searches for the global minimum of protonated water clusters using different potential-energy functions and also
predict the global minimum (0 K) to have the proton on the exterior of the cluster. This is consistent with the present detailed computational results as a function of temperature.

B. Analysis of vibrational spectrum: Comparison to experiment

The vibrational properties of the cluster were analyzed in several ways. Harmonic frequency calculations were performed on the inherent structures of ADMP dynamics obtained from the geometry optimization described above (and in Fig. 2). Rovibrational density of states were obtained from the Fourier transform of the velocity-velocity autocorrelation function and a vibrational spectrum inclusive of all dynamical effects was obtained by calculating the Fourier transform of the dipole-dipole autocorrelation function. Quantum-nuclear corrections were included in the dipole-dipole autocorrelation function, within the harmonic approximation.\footnote{78,79} Separate constant NVE ADMP simulations were performed for calculating the time correlation functions, and these were started from the final structure obtained from the 5.5-ps NVT simulation II described in Sec. III A. The NVE simulation had an average temperature of 250 K, which should be above the cluster melting point, with a deviation of ±20 K. Temperature control was not exercised during these simulations since, in this section, we were interested in computing dynamical information through time correlation functions. The length of the NVE simulation was 8.5 ps. The results are shown in Figs. 4 and 5. Figures 4(a)–4(c) show the harmonic frequencies for the inherent structures at 0, 1.4, and 2.5 ps. As can be seen the peaks in the 2000–3000-cm$^{-1}$ frequency region change in character substantially during the simulation. This is the O–H stretch region for the protonated species and since the environment of the protonated species changes substantially during the simulation, by way of proton hopping which affects various bonding topology changes, the corresponding vibrational spectrum also changes its features. We further note that the inherent structures thus obtained comprise neither pure Zundel nor pure Eigen structures and are in fact mixed states. This aspect of mixed Zundel-Eigen states is also seen in Fig. 6 where the radial distribution function of the distance between the most protonated oxygen and the rest of the unprotonated oxygen atoms is presented. The inset shows a broad feature between ~2.44 and ~2.65 Å. Based on our calculations at the B3LYP/6-31+G** level and on previous studies,\footnote{31} we note that pure Zundel structures have an oxygen-oxygen distance of about 2.45 Å and pure Eigen structures have this distance at 2.55 Å. Thus the broad feature indicates the presence of both these species in the simulations, as is obvious from the fact that proton hopping primarily occurs through an Eigen $\rightarrow$ Zundel $\rightarrow$ Eigen transition. This character is also seen in the inherent structures. An example Zundel structure found during the ADMP simulations is shown in Fig. 7.

The rovibration density of states and IR spectrum obtained from ADMP are shown in Figs. 5(a) and 5(b). The vibrational density of states intensity is obtained from the Fourier transform (FT) of the nuclear velocity-velocity autocorrelation (VAC) function from the ADMP dynamics. The
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**FIG. 4.** Panels (a)–(c) show the harmonic frequencies obtained from the optimized geometries at 0, 1.4, and 2.5 ps of ADMP simulation II, respectively (see Fig. 2.) Note the frequency shift in the 2000–3000-cm$^{-1}$ range in panels (a)–(c). This corresponds to the O–H stretch of the protonated species. See discussion and Fig. 5 for details.

The IR spectrum inclusive of dynamical effects is obtained from the Fourier transform of the dipole-dipole autocorrelation (DAC) function. Consequently, the FT-DAC (Ref. 80) is expected to be close to the IR spectrum, while the FT-VAC may be expected to be similar to a deep inelastic neutron-scattering experimental measurement. We use both spectra to analyze our results. The FT-VAC is useful since the existence of intensity at a certain frequency indicates the existence of a vibrational state. This state, however, may include motion that does not exhibit a change in dipole and hence may not be IR active. In this case it would not be seen in the FT-
DAC. On the other hand, a state may exhibit a large change in dipole leading to a larger intensity in the FT-DAC. This distinction is important in the following discussion.

The FT-VAC and FT-DAC results are first summarized before analyzing the details. It should be noted that the FT-VAC in Fig. 5 is quite similar to the experimental spectrum in Ref. 1, but the FT-DAC deviates in having a lower intensity of the free O–H stretch peak. This is similar to the difference seen between theory and experiment in Ref. 1. It is further important to note that the spectrum in Ref. 2 does provide a peak lower in intensity consistent with our results and the theoretical results in Ref. 1. Most importantly, the features in the 2000–3000-cm−1 frequency range seen in Figs. 4(a)–4(c) are largely absent in Fig. 5(a) except for a small peak at 2900 cm−1 in the FT-VAC, which is accentuated in the FT-DAC. This overall reduction in intensity in the 2000–3000-cm−1 frequency range is further emphasized when quantum-nuclear corrections are included in Fig. 5(b) where the FT-DAC in Fig. 5(a) is multiplied by the correction factor 

$$\frac{\beta h \omega}{1 - \exp(-\beta h \omega)}$$

where $\beta = 1/k_B T$, and $\omega = 2\pi/\lambda$, to obtain the quantum dipole autocorrelation function including "harmonic corrections." This expression is exact in the limit where the dipole operator is a linear combination of degrees of freedom that are well described by a harmonic Hamiltonian.

This lowering of intensity in the 2000–3000-cm−1 frequency range is intriguing since the three panels of Fig. 4 were obtained from geometry optimization of configurations sampled during ADMP simulations. While the rest of the features are retained in Fig. 5, the intensities in the 2000–3000-cm−1 range seem to be "washed out" in the velocity-velocity autocorrelation function and "broadened" in the dipole-dipole autocorrelation function. The dipole-dipole autocorrelation function typically requires a longer simulation time to converge as compared to the velocity-velocity autocorrelation which is indicated by its more noisy PQ.

FIG. 5. (Color online) Panel (a) shows the Fourier transform of the velocity-velocity autocorrelation function (also known as the vibrational density of states) obtained from the ADMP simulations (top spectrum) and the Fourier transform of the dipole-dipole autocorrelation function (bottom spectrum). Note that the intensities in the 2000–3000-cm−1 range in Figs. 4(a)–4(c) are minimal for the velocity-velocity autocorrelation function and greatly broadened for the dipole-dipole autocorrelation function. See discussion for details. The dipole correlation function including quantum-nuclear corrections shown in (b) further accentuates this effect. The peak from the dangling O–H bonds at the highest frequency is evident in all the figures.

FIG. 6. The radial distribution function for the distance between the protonated water and all other water molecules in the cluster. The inset shows the signature of both Zundel (2.45 Å) and Eigen (2.55 Å) species. Such a Zundel ion found during ADMP simulation I is shown in Fig. 7.

"harmonic corrections." This expression is exact in the limit where the dipole operator is a linear combination of degrees of freedom that are well described by a harmonic Hamiltonian.

This lowering of intensity in the 2000–3000-cm−1 frequency range is intriguing since the three panels of Fig. 4 were obtained from geometry optimization of configurations sampled during ADMP simulations. While the rest of the features are retained in Fig. 5, the intensities in the 2000–3000-cm−1 range seem to be “washed out” in the velocity-velocity autocorrelation function and “broadened” in the dipole-dipole autocorrelation function. The dipole-dipole autocorrelation function typically requires a longer simulation time to converge as compared to the velocity-velocity autocorrelation which is indicated by its more noisy PQ.

FIG. 7. (Color online) A geometry obtained during ADMP B3LYP/6-31 +G* simulation I. The protonated species on the surface (a Zundel in this case) is highlighted and the ten “dangling” hydrogens are also seen. All other hydrogens are shown using light spheres.
appearance in Fig. 5(a)]. This underlines the fact that the minimum-energy conformations used in the three panels of Fig. 4, although sampled during an ADMP ensemble averaging, do not have high enough statistical weights. Many other configurations (thermal fluctuations) also play an important role in the statistical sampling.

The experimental vibrational spectrum in Ref. 1 is very similar to the FT-VAC we find in Fig. 5(a); the FT-DAC on the contrary shows more noise and longer simulations are necessary to correct this. The FT-DAC with quantum corrections in Fig. 5(b) is also in closer agreement with the experiments in Refs. 1 and 2. In Figs. 5(a) and 5(b) the features in the 2000–3000-cm$^{-1}$ frequency range are reduced in intensity or absent as in the experiment. The 0-K theoretical results in Ref. 1 are, however, similar to what we obtain in Figs. 4(a)–4(c). The dynamical behavior of the cluster may have an important role in the experimental observation. This leads us to the conclusion that the experiment (like the ADMP dynamics simulation) at a finite temperature does not sample the optimized 0-K structures with high probability. Furthermore, the autocorrelation functions are a dynamical property that can be thought of as being obtained as a statistical average of many different configurations, only three of which are contained in the panels shown in Fig. 4. Due to the change in the vibrational intensities in the 2000–3000-cm$^{-1}$ region during dynamics (from anisotropic and anharmonic changes in environment of the protonated species), the statistical average broadens and flattens this region out. Furthermore, Fig. 5(b) indicates that quantum-nuclear effects might play an additional role in this reduction of relative intensity. This aspect along with an understanding of the regions of the potential-energy surface dynamically sampled during the experiment (and dynamics simulation) is critical to fathom the differences seen in Ref. 1. Of course, conformational sensitivity of IR spectra is not a new concept and has been known in conformational analysis for a long time.

C. Effect of argon

While the FT-VAC shown in Fig. 5 is similar to that seen in the experimental results of Ref. 1, the FT-DAC differs by having a much lower intensity for the free OH stretch. This is also the case for the three panels in Fig. 4 and also the case for the theoretical result in Ref. 1. Furthermore, at 2900 cm$^{-1}$ a small peak is seen in the FT-VAC that is accentuated in the FT-DAC. In fact this is another area where experiment and theory disagree in Ref. 1. To further understand these differences, optimization and frequency calculations were conducted on protonated water clusters by including an argon atom in the system. The choice of argon is governed by the fact that argon is used in Ref. 1 and other similar studies as a “messenger” where the weakly bound rare-gas atom is attached to the ion and then isolated for interaction with the laser using a mass spectrometer. Photon absorption is monitored by mass loss upon argon evaporation. It is of interest to investigate if the IR spectrum changes in the presence of argon.

![FIG. 8. (Color online) The spectral features for the (a) Eigen-argon complex, (b) Eigen complex, and (c) the difference spectrum which shows the effect of argon, using MP2 and B3LYP methodologies. In (a) and (b) the B3LYP spectrum is shown on the top and the MP2 spectrum is on the bottom. The frequency shifts between the two methodologies in the presence of argon, as seen in (a), are quite similar to those obtained in the absence of argon, seen in (b). The polarization of the argon and water, and the presence of the positive charge make the interaction between the argon and hydrogen partially electrostatic and is responsible for the acceptable agreement between the two methodologies. Note that in (c), the presence of argon produces a large change in intensity in the OH stretch for the protonated oxygen. This is also clear from the reduction in peak height seen in (a).](image-url)
To understand where the argon atom would prefer to bind on the protonated water cluster, MP2 optimizations were performed following frequency calculations for a single argon atom bound to an Eigen cation. The Eigen cation was chosen since it contained all the complexities that a larger protonated water cluster would possess and in addition it provided three essentially diverse argon binding sites: the argon atom could bind to any of the free hydrogens, free oxygens, or the protonated oxygen. Consequently, three different optimizations were considered at the MP2/6-311 + +G** level of theory to evaluate the preferential binding of argon. These calculations were performed in a stepwise manner; the input structures were optimized using Hartree-Fock and the resultant geometry was used for MP2 optimization. It was found that the argon atom preferred to remain weakly bound to one of the hydrogen atoms dangling from the cluster. In fact, all three optimizations converged to one that had the argon atom bound to a dangling hydrogen. Binding to the oxygens was evidently not stable, even for the protonated oxygen, perhaps due to the lone pairs of oxygen and argon interacting with each other.

Since the argon does favor binding to the dangling OH hydrogen, the resulting frequencies and geometries obtained from the MP2 calculation for the Ar-Eigen complex, with argon bound to the dangling OH hydrogen, were compared with those obtained from a B3LYP/6-311 + +G** calculation. This comparison is important since for larger protonated water clusters, MP2 optimization with large basis sets could become prohibitively expensive. Hence it is important to benchmark these results with DFT for smaller clusters. As a result B3LYP optimization was considered and it was found that the optimized geometry obtained from the B3LYP calculation had a rms deviation of 0.0095 Å with respect to the geometry obtained from the MP2 calculation. This essentially implies that the two optimized geometries are identical. The binding energies, $E_{\text{Ar-Eigen}} - E_{\text{Ar}} - E_{\text{Eigen}}$, obtained from B3LYP was 0.5 kcal/mol lower than that obtained and from MP2. This is to be expected since B3LYP does not have the required van der Waals interactions. The harmonic frequencies obtained from the two methodologies are shown in Fig. 8. There exists a difference in harmonic frequencies obtained using the two methodologies; however, this difference is comparable to that obtained in the presence of argon, shown in Fig. 8(b). This level of agreement between the two methods is not counterintuitive since the argon binding to the hydrogens does have a partial electrostatic nature. The argon atom is polarized by the partial charge on the hydrogen atom and this is further accentuated by the presence of the positive charge. It would of course be quite difficult for B3LYP to obtain a meaningful binding for the Ar–O complex. In fact, the latter binding process is underestimated by B3LYP on account of the van der Waals nature of this interaction. In Fig. 8(c) the difference spectrum (difference between the spectra in the presence and absence of argon) for both MP2 and B3LYP produces a significant change in the intensity of the OH stretch corresponding to the protonated oxygen. This is the same region (ca. 2900 cm$^{-1}$) where the small peak in the FT-VAC and the corresponding accentuated peak in the FT-DAC are seen.

These results seem to indicate that the presence of argon could in fact diminish this intensity. Furthermore, both B3LYP and MP2 display a doublet corresponding to the OH stretch in the presence of argon, and a singlet in the absence of it. This is to be expected based on the asymmetry of the cluster in the presence of argon. It is, however, important to note the reduction in intensity. The effect of argon for larger protonated water clusters is currently under investigation.

IV. CONCLUSIONS

In this paper a detailed dynamical study of the $\text{H}^+(\text{H}_2\text{O})_{21}$ “magic” water cluster has been presented using both ab initio and empirical molecular-dynamics techniques, at many different temperatures. Based on these simulations it was concluded that the protonated species in this cluster resides on the surface. A detailed analysis of the vibrational properties of this cluster was also carried out. The vibrational analysis was conducted in two different ways. In one approach the harmonic frequencies were analyzed for the “inherent” structures in the dynamics. In the other approach the vibrational properties were obtained from autocorrelation functions of ab initio dynamics data. The results thus obtained were found to be very different from each other in the important 2000–3000-cm$^{-1}$ frequency region. The dynamical autocorrelation results seem to match previous experiments while the frequencies of the inherent structures do not match experiment and deviate in a fashion similar to the 0-Kelvin theoretical results noted in Ref. 1. We thus conclude that dynamical and finite-temperature effects play a critical role in defining the spectral properties of this system.
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