Can the Four-Coordinated, Penta-Valent Oxygen in Hydroxide Water Clusters Be Detected through Experimental Vibrational Spectroscopy?
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In this study, we construct the hydroxide water cluster, OH\(^-\)(H\(_2\)O)\(_6\), that (a) could support a stable hydroxide ion with a four-coordinated (pentavalent) hydroxide oxygen and (b) displays hydroxide ion migration. We study the energetic stability and dynamical evolution of the system at different internal temperatures and analyze the corresponding “dynamically averaged” vibrational density of states to discuss the conditions under which the pentavalent oxygen may be observed using vibrational action spectroscopy. We also provide an alternate hydroxide migration mechanism.

I. Introduction

The structure, dynamics, and spectroscopy of protonated, unprotonated, and hydroxide water clusters have remained an important challenge with fundamental implications.\(^1\)–\(^3\) Although proton transfer is widely accepted to follow the “Grothuss” mechanism,\(^21\) the “hole hopping” hydroxide transfer process\(^3\) has been challenged\(^2\)–\(^3\) and the existence and role of a four-coordinated (pentavalent) hydroxide oxygen as an intermediate in hydroxide transport in aqueous phase is debated.\(^2\)–\(^4\)

In previous theoretical studies,\(^3\) Car Parrinello ab initio molecular dynamics simulations\(^24\)–\(^26\) with imaginary time path integrals, to account for equilibrium nuclear quantum effects, and BLYP density functional, were employed to probe the hydroxide transfer mechanism in the aqueous phase. It was found\(^3\) that a stable four-coordinated OH\(^-\)(H\(_2\)O)\(_4\) complex converts to OH\(^-\)(H\(_2\)O)\(_3\) and thermal fluctuations of the hydroxide-water hydrogen bond and first solvation shell water cause a proton transfer to the central OH\(^-\). This results in a first solvation shell water converting to hydroxide and thus facilitating transport. The OH\(^-\)(H\(_2\)O)\(_3\) was thus proposed as central whose transformation to OH\(^-\)(H\(_2\)O)\(_2\) was considered rate determining. However, subsequent adiabatic ab initio Born Oppenheimer dynamics studies\(^4\) with similar basis sets and using a wider range of density functionals, but without nuclear quantum effects, suggest that OH\(^-\)(H\(_2\)O)\(_3\) was the prominent species in the hydroxide migration process. The four-coordinated species is also seen in the dynamics results in ref 4, but to a much lesser extent as compared to the three-coordinated species. Thus the authors in ref 4 conclude that the traditional hole hopping mechanism has substantial validity. If a four-coordinated oxygen intermediate exists and can be detected experimentally, this would provide valuable insight into the hydroxide migration mechanism. Furthermore, this would be of fundamental chemical interest on account of the presence of five groups (the four nonbonded water molecules and the hydroxyl hydrogen) around a central oxygen.

In this study, we construct the smallest hydroxide water cluster, OH\(^-\)(H\(_2\)O)\(_6\), in gas-phase that (a) could support a stable hydroxide ion with a four-coordinated hydroxide oxygen\(^22\) and (b) display hydroxide ion migration. We study the energetic stability and dynamical evolution of the system at different internal temperatures and analyze the corresponding “dynamically averaged” vibrational density of states inclusive of nuclear quantum effects. Recent studies by one of us\(^16,22\) has revealed that dynamical effects are critical in obtaining vibrational density of states in agreement with experiment for fluxional systems such as protonated water clusters.\(^16\) The effect of dynamics on vibrational spectra and electronic spectra has also been demonstrated for HO\(_2\)−water clusters.\(^27\) As we see in this contribution, dynamical effects and conformational averaging also play an important role on the vibrational spectrum of hydroxide water clusters. We also provide an alternate hydroxide migration mechanism as part of our study. Our tool includes ab initio molecular dynamics (both Born Oppenheimer and extended Lagrangian techniques are used here on account of the subtle differences between the results in refs 3 and 4) as well as single point optimization and harmonic frequency calculations using DFT and post-Hartree–Fock methods. Our aim is to use the dynamically averaged vibrational signatures to provide a spectroscopic probe for the existence of a four-coordinated, pentavalent central oxygen. Since clusters of the size described in this study, are accessible to vibrational action spectrum experiments,\(^1,28\) our predictions of the hydroxide transfer pathways and dynamically averaged vibrational spectra can be tested. This paper is organized as follows: In section II, the computational methods used are briefly outlined. In section III, our structural and spectroscopic results are discussed from both static and dynamic studies. Conclusions are given in section IV.

II. Computational Methods

The simulations conducted in this study use ab initio molecular dynamics (AIMD) techniques, Born–Oppenheimer molecular dynamics (BOMD),\(^29\)–\(^32\) and the atom-centered density matrix propagation (ADMP)\(^33\)–\(^38\) extended Lagrangian technique,\(^24,39,40\) as implemented within the Gaussian series of electronic structure codes.\(^51\) These simulations utilize the B3LYP hybrid density functional with double-\(\tilde{\zeta}\) polarized-diffused 6-31+G\(^\ast\)\(^\ast\) basis, as suggested from previous studies\(^16,37,38,42,43\) on similar systems. In addition, geometry optimization and
frequency calculations at the B3LYP level and post-Hartree Fock MP2 level using the triple-ζ 6-311++G** Gaussian basis are also performed to confirm the results. Nuclear quantum effects for all atoms are included in our AIMD calculations through a Harmonic correction factor that is exact in the limit where the dipole operator is a linear combination of degrees of freedom that are well described by a harmonic Hamiltonian. A time step of 0.5 fs was chosen for all BOMD dynamics studies, whereas a fictitious mass-tensor scaling value of 0.25 amu bohr² (≈180 a.u.) and a time-step of 0.1 fs was used for ADMP. All AIMD simulations conducted here are microcanonical (NVE).

ADMP is an extended Lagrangian form of AIMD that has been described in detail elsewhere. The accuracy of this approach has been demonstrated through the treatment of several interesting problems. Perhaps the most notable among these applications include: (a) a recent demonstration that dynamical effects are critical in obtaining good vibrational spectroscopic properties of flexible systems such as those encountered in this paper and (b) the prediction of the “amphiphilic” nature of the hydrated proton.

In the present study, vibrational spectra were computed in two different ways. To obtain dynamically averaged vibrational spectra, Fourier-transform of the velocity and dipole autocorrelation functions were computed from AIMD simulations. Quantum nuclear corrections are added through a Harmonic multiplicative correction factor for the Fourier transform of the time-correlation function: \( C(\omega) \propto \langle \beta \omega \rangle / (1 - \exp(-\beta \omega)) \), which has been shown to provide results in good agreement with the semiclassical forward−backward propagation scheme. To evaluate the role of finite temperature in AIMD and to help compare with static nuclear descriptions, harmonic frequencies were computed for the inherent AIMD structures (or isomeric forms) using DFT and MP2 with triple-ζ split valence, polarized diffuse basis 6-311++G**. These isomeric forms of the dynamical simulations are obtained through geometry optimization at B3LYP levels from snapshots from the AIMD trajectory procured at intervals of ≈550 fs (see section III below). The geometry optimizations are then confirmed through MP2 frequency calculations.

### III. Results and Discussion

The starting point for our studies is the two stable structures shown in Figure 1, panels a and b. Figure 1b shows a structure with a four-coordinated hydroxide oxygen (\( C_3 \) symmetric), and Figure 1a has a more conventional tetrahedrally coordinated central oxygen (\( C_3 \)). Thus, these structures represent the two distinct families of three- and four-coordinated hydroxide systems. Both structures have secondary shell water molecules that stabilize the inner shell interactions and play an important role in hydroxide migration. Calculations at the B3LYP and MP2 levels indicate the four-coordinated species to be more stable (by 0.4 kcal/mol in B3LYP and by 0.9 kcal/mol in MP2). Harmonic frequencies for these structures are presented in Figure 1c with critical differences corresponding to the first solvation shell hydrogen bond stretch in the 2700–3500 cm⁻¹ region. Figure 1c reveals that the B3LYP frequencies are uniformly red-shifted with respect to MP2, but the relative positions of these peaks are similar in both cases. (No scaling factors are employed in the current study.) Both methods consistently reveal the important differences between the two configurations. For the \( C_2 \) structure, the two peaks around 3100 cm⁻¹ for B3LYP represent symmetric and asymmetric linear combinations of the four internal first shell hydrogen bonds. It should be noted that the first shell water molecules at

![Figure 1. Three-coordinated (\( C_3 \) structure; panel a) and four-coordinated (\( C_2 \) symmetric; panel b) starting structures for AIMD simulations. The distance between the hydroxide oxygen and first shell water oxygens for the \( C_3 \) structure is 2.6 Å, whereas that for the \( C_2 \) structure is 2.7 Å. Figure (c): Geometry optimized harmonic frequencies for these structures.

### Table 1: Summary of AIMD Simulations Performed for Structural and Spectroscopic Analysis

<table>
<thead>
<tr>
<th>Starting geometry</th>
<th>Temp. (K)</th>
<th>CM⁻¹</th>
<th>Method</th>
<th>Time (ps)</th>
<th>I/(27°) (cm⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_3 )</td>
<td>220 ± 3.7</td>
<td>4390</td>
<td>BOMD</td>
<td>38.6</td>
<td>0.4</td>
</tr>
<tr>
<td>( C_2 )</td>
<td>220 ± 3.0</td>
<td>4390</td>
<td>BOMD</td>
<td>30.1</td>
<td>0.6</td>
</tr>
<tr>
<td>( C_3 )</td>
<td>113 ± 17</td>
<td>2190</td>
<td>BOMD</td>
<td>29.8</td>
<td>0.6</td>
</tr>
<tr>
<td>( C_2 )</td>
<td>110 ± 17</td>
<td>2190</td>
<td>BOMD</td>
<td>22.4</td>
<td>0.8</td>
</tr>
</tbody>
</table>

*Approximate average photon energy: The average internal temperature is converted to wave-numbers here for an idea of the amount of energy transferred from a single photon or a group of photons that would give rise to this internal temperature for the six-water hydroxide cluster system during an action spectrum experiment. Based on Shannon sampling theorem, we estimate here the uncertainty in frequency, when the dynamics is utilized to compute vibrational spectra.

Would the difference in these fundamental stretch frequencies be useful in detecting a pentavalent oxygen spectroscopically? To understand if these spectral features will remain in vibrational action spectrum experiments, we simulate the finite temperature behavior of these clusters using AIMD. Toward this we consider four different constant energy simulations with different amounts of internal kinetic energies. These simulations each lead to trajectories that conserve the total energy and have different average temperatures (with fluctuations ≈10−15%) which are attainable experimentally. The simulations were conducted at approximately 29, 58, 110, and 220 K, starting from the \( C_2 \) and \( C_3 \) structures in Figure 1, panels a and b. Simulation details are in Table 1 and animations (mpg files) showing the dynamics can be found in the Supporting Information. The low temperatures (110 K and lower) are accessible to
single photon argon tagged action spectrum experiments\textsuperscript{12} whereas the higher temperature of \( \approx 220 \) K can be attained in some gas-phase multiphoton experiments.\textsuperscript{28} The definition of temperature in our simulations is an internal temperature that is defined in terms of the total classical kinetic energy of the nuclei.

The structural evolution of the system inclusive of the various isomers (or inherent structures) sampled during the dynamics at 220 K are shown in Figure 2. Starting from the \( C_2 \) structure (A), the system evolves through accessible intermediates (B and C) into five-membered ring structures (D and E) that facilitate a proton hop and a resultant hydroxide migration eventually leading into another four-coordinated central hydroxide (H). The five-membered ring that supports the hydroxide through three water molecules donating hydrogen bonds (similar to that in the \( C_{3v} \) structure) seems central to this hydroxide transfer process. Figure 2 also illustrates a family of four-coordinated (A, B, C, and H) and three-coordinated structures (D–F). The importance of these two families of structures to the spectroscopy of the hydroxide water cluster is discussed further below. As noted above, the study in refs 3 and 4 indicates how hydroxide migration can occur in aqueous systems. Our study here shows that, even in the gas phase, small hydroxide water cluster can undergo hydroxide transport due to thermal fluctuation of first coordinate shell water and the four-coordinated species seems to have an important role.

As is to be expected based on our dynamical analysis, no single structure presented in Figure 2 completely dominates the vibrational spectrum at temperatures accessible to action spectrum experiments (100–250 K) due to the small energy differences between the accessible isomers. The harmonic vibrational spectral features in these isomers are very different as highlighted in Figure 3, panels a and b. (The B3LYP and MP2 results are qualitatively consistent in underlining this fluxional nature of the hydroxide water cluster system studied here.) There is a great deal of fluctuation in the 2000–3500 cm\(^{-1}\) range, and all peaks responsible for this fluctuation come from the internal hydrogen bonds in the cluster between hydroxide oxygen and neighboring water molecules. The hydrogen-bonded stretch at 3100 cm\(^{-1}\) for structure A is brought down to about 2600 cm\(^{-1}\) in C on account of the fact that three of the neighboring water-hydroxide oxygen distances in C are very similar and close to the tetrahedral neighboring oxygen–oxygen distance (about 0.1–0.2 Å shorter than for the penta-valent case). For the structures D–G, the hydroxide ion is shared by three neighboring water molecules, and this results in a strong 2600 cm\(^{-1}\) hydrogen bond stretch signature peak. Structure H resembles the geometry in structure C for the B3LYP case and they have similar harmonic frequencies.

To proceed further, we first note that an experimental measurement would yield an ensemble average of the spectroscopic features seen from all of the isomers. We use \textit{ab initio} dynamica here to construct such an ensemble average. We have also considered a temperature-dependent Boltzmann average of the frequencies in Figure 2, but a Boltzmann average is purely based on the energetic stability of each isomer and does not include the entropic and an-harmonic contributions present in AIMD, since the latter samples the minimum energy points and surrounding regions. To construct the temperature dependent, dynamically averaged, vibrational spectrum, we consider the Fourier transform of the dipole correlation function\textsuperscript{48–52} inclusive of nuclear quantum effects within the harmonic approximation (Figure 4). The dipole correlation function is constructed from the AIMD simulation results.\textsuperscript{58} The signature peaks for the \( C_{3v} \) and \( C_2 \) geometries (2710 and 3100 cm\(^{-1}\) as seen in Figure 1c) are substantially weakened and broadened as a result of dynamical averaging at 220 K. At lower temperatures (110 K spectrum shown in Figure 4), the dynamics does indeed preserve features representing the four-coordinated central oxygen. The assignment of the various peaks found for the lower temperature spectrum in Figure 4 are as follows: The peak at \( \approx 3800 \) cm\(^{-1}\) arises from the free OH stretch from the hydroxyl ion and the water molecules. The feature in the range 3550–3700 cm\(^{-1}\) arises from the second solvation shell water–water hydrogen bond stretch. The features at \( \approx 3100 \) cm\(^{-1}\) arise from the OH stretch of water molecules that donate a hydrogen bond to a four-coordinated hydroxide ion, whereas the peaks at \( \approx 2700 \) cm\(^{-1}\) arise from the OH stretch of water molecules that donate a hydrogen bond to a three-coordinated hydroxide ion. Thus, the lower temperature spectrum does indeed maintain a spectroscopic separation between the four- and three-coordinated structural features, thus leading to a temperature.

---

**Figure 2.** Structural evolution with energies obtained from geometry optimization of structures picked at intervals of \( \approx 550 \) ps from AIMD (red lines, B3LYP; blue lines, MP2). Water oxygens are red, and hydrogens are grey. The initial hydroxide oxygen is brown. The atom shown in aquamarine starts as a water oxygen but loses a proton during dynamics to become a hydroxide (structures F–H).
dependence of the vibrational spectrum. The reason for this temperature dependence in the spectrum is because the energy domains and regions of the potential surface sampled are different at different temperatures. Figure 5 shows that the lower temperature dynamics, on average, samples structures that are 5–10 kcal/mol above structure A, whereas the 220 K dynamics samples structures that are on average about 15 kcal/mol above the energy of structure A. (For comparison, it should be noted that all structures shown in Figure 2 are 0–2 kcal/mol above the energy of structure A.)

Does the difference in potential energy sampling for different internal temperatures outlined above have a role to play in experimental vibrational action spectroscopy? Or is the difference in potential energy sampling essentially crippling in our calculations, on account of the computational expense involved in AIMD simulations as compared to when force-fields are employed? To address the second question (the first question is addressed in the next paragraph), we have considered portions of our relatively long 220 K [29.8 and 38.6 ps; see Table 1] and 110 K [22.4 and 30.1 ps; see Table 1] simulations and found essentially no change in the vibrational spectrum beyond 20 ps. This seems to indicate that the vibrational spectrum in Figure 4 has converged at 20 ps. Furthermore, it must be noted that simulations of the order of 20 ps have been known to provide well converged structural and vibrational properties for similar systems as those studied here.

To consider if these simulations do have an experimental connection, we consider here two different kinds of experiments that are presently being employed by many groups to understand these kinds of clusters. In one set of experiments, an argon tagged cluster is isolated using mass-spectrometry and then irradiated using a single IR photon of a given frequency. The photon energy, if absorbed, induces the cluster to undergo intracluster vibrational redistribution which may result in a suitable amount of energy being transferred into the argon–cluster weak interaction and the subsequent ejection of argon. This loss of argon could then be detected using a second mass-spectrometric measurement. Clearly, in this situation, the time scale of argon ejection and the intracluster vibrational redistribution is determined by (a) the amount of energy in the incident photon and (b) the structure of the cluster at the time when the photon is absorbed. These correspond to the initial structure in our simulations and the initial kinetic energy imparted to the molecules (which is converted to wave-numbers in Table 1 for comparison). It is important to note that the sampling of the potential energy surface (and hence the resultant spectrum) is
completely governed in this case by the two factors described above. In other words, the incident photon energy and the initial geometrical factors completely determine the dynamics both in the argon-tagged experimental action spectrum as well as the AIMD results presented here. Furthermore, these two factors also limit the region of conformational space that can be sampled, purely from (constant) energetic considerations.

In a second experimental situation,\textsuperscript{28,55} which is also used by many groups to describe cluster vibrations, the internal vibrational energy of the system is elevated above the dissociation threshold by sequential absorption of photons incident in a noncoherent fashion. The higher temperature AIMD simulations may be expected to simulate the predissociation dynamics in these experiments,\textsuperscript{56} and there again the initial structure and initial kinetic energy dominate the sampling of the potential surface. As a result, we expect that, within the practical limitations of finite time AIMD, our lower internal temperature simulations may be closer to the argon tagged single-photon action spectrum experiments,\textsuperscript{12} whereas our higher internal temperature AIMD simulations may be closer to multiphoton dissociation experiments.\textsuperscript{28}

IV. Conclusions

Although the four-coordinated central oxygen is only one of the many structures that may be sampled during a finite temperature action spectrum experiment, our ab initio dynamics simulations indicate that it may still be possible to probe this structure by studying the temperature dependence of the vibrational spectrum at low enough temperatures for small clusters such as the one studied here. Our results suggest that single photon argon tagged action-spectrum experiments\textsuperscript{27} and multiphoton action-spectrum experiments\textsuperscript{28} may lead to different spectral results due to the higher internal temperature generated in a multiphoton experiment. The higher internal temperature leads to the sampling of different portions of the potential energy and hence different spectroscopic results. Based on the differences in the 2000–3500 cm\textsuperscript{-1} internal hydrogen bond stretch regions, it should be possible to probe the presence of a four-coordinated (pentavalent) central oxygen in the small hydroxide water cluster studied here.

With reference to previous hydroxide–water aqueous phase ab initio dynamics studies, we find that, for smaller gas-phase systems such as those studied here, the hydroxide migration pathways could be completely different from those seen in bulk-like systems. For example, here we find that a pathway exists where the hydroxide migrates through a five-membered ring intermediate which is apparently absent in the bulk-like simulations discussed in ref 3.
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