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The basic theory of Markov chains has been known to mathematicians and engineers for close to 80 years, but it is only in the past decade that it has been applied explicitly to problems in speech processing. One of the major reasons why speech models, based on Markov chains, have not been developed until recently was the lack of a method for optimizing the parameters of the Markov model to match observed signal patterns. Such a method was proposed in the late 1960's and was immediately applied to speech processing in several research institutions. Continued refinements in the theory and implementation of Markov modelling techniques have greatly enhanced the method, leading to a wide range of applications of these models. It is the purpose of this tutorial paper to give an introduction to the theory of Markov models, and to illustrate how they have been applied to problems in speech recognition.

INTRODUCTION

ASSUME YOU ARE GIVEN the following problem. A real world process produces a sequence of observable symbols. The symbols could be discrete (outcomes of coin tossing experiments, characters from a finite alphabet, quantized vectors from a codebook, etc.) or continuous (speech samples, autocorrelation vectors, vectors of linear prediction coefficients, etc.). Your job is to build a signal model that explains and characterizes the occurrence of the observed symbols. If such a signal model is obtainable, it then can be used later to identify or recognize other sequences of observations.

In attacking such a problem, some fundamental decisions, guided by signal and system theory, must be made. For example, one must decide on the form of the model, linear or non-linear, time-varying or time-invariant, deterministic or stochastic. Depending on these decisions, as well as other signal processing considerations, several possible signal models can be constructed.

To fix ideas, consider modelling a pure sinusoidal. If we have reason to believe that the observed symbols are from a pure sinusoidal, then all that would need to be measured is the amplitude, frequency and perhaps phase of the sinusoid and an exact model, which explains the observed symbols, would result.

Consider next a somewhat more complicated signal—namely a sinusoidal imbedded in noise. The noise components of the signal make the modelling problem more complicated because in order to properly estimate the sinusoidal parameters (amplitude, frequency, phase) one has to take into account the characteristics of the noise component.

In the above examples, we have assumed the sinusoidal part of the signal was stationary—i.e. not time varying. This may not be a realistic assumption. If, for example, the unknown process produces a sinusoidal with varying amplitude, then clearly a non-linear model, e.g. amplitude-modulation, may be more appropriate. Similarly, if we assume that the frequency, instead of the amplitude, of the sinusoidal is changing, a frequency-modulation model might be most appropriate.

Linear system models

The concepts behind the above examples have been well studied in classical communication theory. The variety and types of real world processes, however, does not stop here. Linear system models, which model the observed symbols as the output of a linear system excited by an appropriate source, form another important class of processes for signal modeling and have proven useful for a wide variety of applications. For example, “short time” segments of speech signals can be effectively modeled as the output of an all-pole filter excited by appropriate sources with essentially a flat spectral envelope. The signal modeling technique, in this case, thus involves determination of the linear filter coefficients and, in some cases, the excitation parameters. Obviously, spectral analyses of other kinds also fall within this category.

One can further incorporate temporal variations of the signal into the linear system model by allowing the filter coefficients, or the excitation parameters, to change with time. In fact, many real world processes cannot be meaningfully modeled without considering such temporal variation. Speech signals are one example of such processes. There are several ways to address the problem of modeling temporal variation of a signal.

As mentioned above, within a “short time” period, some physical signals, such as speech, can be effectively modeled by a simple linear time-invariant system with the
appropriate excitation. The easiest way then to address the time-varying nature of the process is to view it as a direct concatenation of these smaller "short time" segments, each such segment being individually represented by a linear system model. In other words, the overall model is a synchronous sequence of symbols where each of the symbols is a linear system model representing a short segment of the process. In a sense this type of approach models the observed signal using representative tokens of the signal itself (or some suitably averaged set of such signals if we have multiple observations).

**Time-varying processes**

Modeling time-varying processes with the above approach assumes that every such short-time segment of observation is a unit with a prechosen duration. In general, however, there doesn't exist a precise procedure to decide what the unit duration should be so that both the time-invariant assumption holds, and the short-time linear system models (as well as concatenation of the models) are meaningful. In most physical systems, the duration of a short-time segment is determined empirically. In many processes, of course, one would neither expect the properties of the process to change synchronously with every unit analysis duration, nor observe drastic changes from each unit to the next except at certain instances. Making no further assumptions about the relationship between adjacent short-time models, and treating temporal variations, small or large, as "typical" phenomena in the observed signal, are key features in the above direct concatenation technique. This template approach to signal modeling has proven to be quite useful and has been the basis of a wide variety of speech recognition systems.

There are good reasons to suspect, at this point, that the above approach, while useful, may not be the most efficient (in terms of computation, storage, parameters etc.) technique as far as representation is concerned. Many real world processes seem to manifest a rather sequentially changing behavior; the properties of the process are usually held pretty steadily, except for minor fluctuations, for a certain period of time (or a number of the above-mentioned duration units), and then, at certain instances, change (gradually or rapidly) to another set of properties. The opportunity for more efficient modeling can be exploited if we can first identify these periods of rather steadily behavior, and then are willing to assume that the temporal variations within each of these steady periods are, in a sense, statistical. A more efficient representation may then be obtained by using a common short time model for each of the steady, or well-behaved parts of the signal, along with some characterization of how one such period evolves to the next. This is how hidden Markov models (HMM) come about. Clearly, three problems have to be addressed: 1) how these steadily or distinctively behaving periods can be identified, 2) how the "sequentially" evolving nature of these periods can be characterized, and 3) what typical or common short time model should be chosen for each of these periods. Hidden Markov models successfully treat these problems under a probabilistic or statistical framework.

It is thus the purpose of this paper to explain what a hidden Markov model is, why it is appropriate for certain types of problems, and how it can be used in practice. In the next section, we illustrate hidden Markov models via some simple coin toss examples and outline the three fundamental problems associated with the modeling technique. We then discuss how these problems can be solved in Section III. We will not direct our general discussion to any one particular problem, but at the end of this paper we illustrate how HMM's are used via a couple of examples in speech recognition.

**DEFINITION OF A HIDDEN MARKOV MODEL**

An HMM is a doubly stochastic process with an underlying stochastic process that is not observable (it is hidden), but can only be observed through another set of stochastic processes that produce the sequence of observed symbols. We illustrate HMM's with the following coin toss example.

**Coin toss example**

To understand the concept of the HMM, consider the following simplified example. You are in a room with a barrier (e.g., a curtain) through which you cannot see what is happening. On the other side of the barrier is another person who is performing a coin (or multiple coin) tossing experiment. The other person will not tell you anything about what he is doing exactly; he will only tell you the result of each coin flip. Thus a sequence of hidden coin tossing experiments is performed, and you only observe the results of the coin tosses, i.e.

\[ O = H H H H T T T T T \]

\[ O_1, O_2, O_3, \ldots \ldots \ldots \ldots \ldots O_r \]

where \( H \) stands for heads and \( T \) stands for tails.

Given the above experiment, the problem is how do we build an HMM to explain the observed sequence of heads and tails. One possible model is shown in Fig. 1a. We call this the "1-fair coin" model. There are two states in the model, but each state is uniquely associated with either heads (state 1) or tails (state 2). Hence this model is not hidden because the observation sequence uniquely defines the state. The model represents a "fair coin" because the probability of generating a head (or a tail) following a head (or a tail) is 0.5; hence there is no bias on the current observation. This is a degenerate example and shows how independent trials, like tossing of a fair coin, can be interpreted as a set of sequential events. Of course, if the person behind the barrier is, in fact, tossing a single fair coin, this model should explain the outcomes very well.

A second possible HMM for explaining the observed sequence of coin toss outcomes is given in Fig. 1b. We call this model the "2-fair coin" model. There are again 2 states in the model, but neither state is uniquely associated with
either heads or tails. The probabilities of heads (or tails) in either state is 0.5. Also the probability of leaving (or remaining in) either state is 0.5. Thus, in this case, we can associate each state with a fair (unbiased) coin. Although the probabilities associated with remaining in, or leaving, either of the two states are all 0.5, a little thought should convince the reader that the statistics of the observable output sequences of the 2-fair coins model are independent of the state transitions. The reason for this is that this model is hidden (i.e. we cannot know exactly which fair coin (state) led to the observed heads or tails at each observation), but is essentially indistinguishable (in a statistical sense) from the 1-fair coin model of Fig. 1a.

Figures 1c and 1d show two more possible HMM's which can account for the observed sequence of heads and tails. The model of Fig. 1c, which we call the 2-biased coins model, has two states (corresponding to two different coins). In state 1, the coin is biased strongly towards heads. In state 2, the coin is biased strongly towards tails. The state transition probabilities are all equal to 0.5. This 2-biased coins model is a hidden Markov model which is distinguishable from the two previously discussed models. Interestingly, the reader should be able to convince himself that the long time statistics (e.g. average number of heads or tails) of the observation sequences from the HMM of Fig. 1c are the same as those from the models of Figs. 1a and 1b. This model is very appropriate if what is happening behind the barrier is as follows. The person has three coins, one fair and the other two biased according to the description in Fig. 1c. The two biased coins are associated with the two faces of the fair coin respectively. To report the outcome of every mysterious coin flip, the person behind the barrier first flips the fair coin to decide which biased coin to use, and then flips the chosen biased coin to obtain the result. With this model, we thus are able to look into and explain the above subtle characteristic changes (i.e. switching the biased coins).

The model of Fig. 1d, which we call the 3-biased coins model, has three states (corresponding to three different coins). In state 1 the coin is biased slightly towards heads; in state 2 the coin is biased strongly towards tails; in state 3 the coin is biased slightly towards tails. We have not specified values of the state transition probabilities in Fig. 1d; clearly the behavior of the observation sequences produced by such a model are strongly dependent on these transition probabilities. (To convince himself of this, the reader should consider two extreme cases, namely when the probability of remaining in state 3 is large (>0.95), or small (<0.05). Very different sequence statistics will result from these two extremes because of the strong bias of the coin associated with state 3). As with the 2-biased coin model, some real scenario behind the barrier, corresponding to such a model can be composed; the reader should find no difficulty doing this himself.

There are several important points to be learned from this discussion of how to model the outputs of the coin tossing experiment via HMM's. First we note that one of the most difficult parts of the modeling procedure is to decide on the size (the number of states) of the model. Without some a priori information, this decision often is difficult to make and could involve trial and error before settling on the most appropriate model size. Although we stopped at a 3-coin model for the above illustration, even this might be too small. How do we decide on how many coins (states) are really needed in the model? The answer to this question is related to an even larger question, namely how do we choose model parameters (state transi-
tions (probabilities, probabilities of heads and tails in each state) to optimize the model so that it best explains the observed outcome sequence. We will try to answer this question in the section on Solutions to the Three HMM Problems as this is the key to the successful use of HMM’s for real world problems. A final point concerns the size of the observation sequence. If we are restricted to a small finite observation sequence we may not be able to reliably estimate the optimal model parameters. (Think of the case of actually using 10 coins but be given a set of 50–100 observations). Hence, in a sense, depending on the amount of model training data we are given, certain HMM’s may not be statistically, reliably different.

Elements of an HMM

We now explain the elements and the mechanism of the type of HMM’s that we discuss in this paper:

1. There are a finite number, say \( N \), of states in the model; we shall not rigorously define what a state is but simply say that within a state the signal possesses some measurable, distinctive properties.

2. At each clock time, \( t \), a new state is entered based upon a transition probability distribution which depends on the previous state (the Markovian property). (Note that the transition may be such that the process remains in the previous state.)

3. After each transition is made, an observation output symbol is produced according to a probability distribution which depends on the current state. This probability distribution is held fixed for the state regardless of when and how the state is entered. There are thus \( N \) such observation probability distributions which, of course, represent random variables or stochastic processes.

To fix ideas, let us consider the “urn and ball” model of Fig. 2. There are \( N \) urns, each filled with a large number of colored balls. There are \( M \) possible colors for each ball. The observation sequence is generated by initially choosing one of the \( N \) urns (according to an initial probability distribution), selecting a ball from the initial urn, recording its color, replacing the ball, and then choosing a new urn according to a transition probability distribution associated with the current urn. Thus a typical observation sequence might be:

<table>
<thead>
<tr>
<th>clock time</th>
<th>1 2 3 4 \cdots T</th>
</tr>
</thead>
<tbody>
<tr>
<td>urn (hidden state)</td>
<td>q_5q_3q_1q_2q_4q_6 \cdots q_{N-2}</td>
</tr>
<tr>
<td>color (observation)</td>
<td>R B Y Y \cdots R</td>
</tr>
</tbody>
</table>

We now formally define the following model notation for a discrete observation HMM:

\[ T = \text{length of the observation sequence (total number of clock times)} \]

\[ N = \text{number of states (urns) in the model} \]

\[ M = \text{number of observation symbols (colors)} \]

\[ Q = \{q_1, q_2, \ldots, q_N\}, \text{states (urns)} \]

\[ V = \{v_1, v_2, \ldots, v_M\} \text{discrete set of possible symbol observations (colors)} \]

\[ A = \{a_{ij}\}, a_{ij} = \Pr(q_t = q_{i+1} | q_t = q_i, \text{at } t), \text{state transition probability distribution} \]

\[ B = \{b_j(k)\}, b_j(k) = \Pr(v_k = v_j | q_t = q_i, \text{at } t), \text{observation symbol probability distribution in state } j \]

\[ \pi = \{\pi_i\}, \pi_i = \Pr(q_0 = q_i), \text{initial state distribution} \]

Using the model, an observation sequence, \( O = O_1, O_2, \ldots, O_T \), is generated as follows:
1. Choose an initial state, \( s_0 \), according to the initial state distribution, \( \pi \);

2. Set \( t = 1 \);

3. Choose \( Q \), according to \( b(s_0, k) \), the symbol probability distribution in state \( s_0 \);

4. Choose \( s_{t+1} \) according to \( \{a(s_t, s_{t+1})\}, s_{t+1} = 1, 2, \ldots, N \), the state transition probability distribution for state \( s_t \);

5. Set \( t = t + 1 \); return to step 3 if \( t < T \); otherwise terminate the procedure.

We use the compact notation \( \lambda = (A, B, \pi) \) to represent an HMM. Specification of an HMM involves choice of the number of states, \( N \), and the number of discrete symbols \( M \), (we will briefly discuss continuous density HMMs at the end of this paper), and specification of the three probability densities \( A, B, \pi \). If we try to specify the relative importance of the three densities, \( A, B, \pi \), then it should be clear that for most applications \( \pi \) is the least important (this represents initial conditions), and \( B \) is the most important (since it is directly related to the observed symbols). For some problems the distribution \( A \) is also quite important (recall the 3-biased coins models discussed earlier), whereas for other problems (e.g. isolated word recognition problems) it is of less importance.

### The three problems for HMM's

Given the form of the HMM discussed in the previous section, there are three key problems of interest that must be solved for the model to be useful in real world applications. These problems are the following:

**Problem 1** — Given the observation sequence \( O = O_1, O_2, \ldots, O_T \), and the model \( \lambda = (A, B, \pi) \), how we compute \( Pr(O | \lambda) \), the probability of the observation sequence.

**Problem 2** — Given the observation sequence \( O = O_1, O_2, \ldots, O_T \), how we choose a state sequence \( I = i_1, i_2, \ldots, i_T \) which is optimal in some meaningful sense.

**Problem 3** — How we adjust the model parameters \( \lambda = (A, B, \pi) \) to maximize \( Pr(O | \lambda) \).

Problem 1 is the evaluation problem: given a model and a sequence of observations, how can we compute the probability that the observed sequence was produced by the model. We can also view the problem as: given a model and a sequence of observations, how we "score" or evaluate the model. The latter viewpoint is very useful. If we think of the case in which we have several competing models (e.g. the four models of Fig. 1 for the coin tossing experiment), the solution to problem 1 allows us to choose the model which best matches the observations.

Problem 2 is the one in which we attempt to uncover the hidden part of the model, i.e. the state sequence. This is a typical estimation problem. We usually use an optimality criterion to solve this problem as best as possible. Unfortunately, as we will see, there are several possible optimality criteria that can be imposed and hence the choice of criterion is a strong function of the intended use for the uncovered state sequence. A typical use of the recovered state sequence is to learn about the structure of the model, and to get average statistics, behavior, etc. within individual states.

Problem 3 is the one in which we attempt to optimize the model parameters so as to best describe how the observed sequence comes about. We call this a training sequence in this case since it is used to train the model. The training problem is the crucial one for most applications of HMM's since it allows us to optimally adapt model parameters to observed training data — i.e. to create best models for real phenomena.

To fix ideas, consider the following speech recognition scheme. We want to design an N-state HMM for each word of a V-word vocabulary. Using vector quantization (VQ) techniques, we represent the speech signal by a sequence of VQ codebook symbols derived from an M-word codebook. Thus we start with a training sequence, for each vocabulary word, consisting of a number of repetitions of the spoken word (by one or more talkers). We use the solution to Problem 3 to optimally get model parameters for each word model. To develop an understanding of the physical meaning of the model states, we use the solution to Problem 2 to segment each of the word training sequences into states, and then study the observations occurring in each state. The result of this study may lead to further improvements on the model. We shall discuss this in later sections. Finally to do recognition on an unknown word, we use the solution to Problem 1 to score each word model based upon the given test observation sequence, and select the word whose word model score is the highest.

We now present the formal mathematical solutions to each of the three fundamental problems for HMM's. And, as we shall see, these three problems may be linked together under our probabilistic framework.

### SOLUTIONS TO THE THREE HMM PROBLEMS

**Problem 1**

We wish to calculate the probability of the observation sequence \( O \), given the model \( \lambda \). The most straightforward way of doing this is through enumerating every possible state sequence of length \( T \) (the number of observations). For every fixed state sequence \( I = i_1i_2 \cdots i_T \), the probability of the observation sequence \( O \) is \( Pr(O | I, \lambda) \), where

\[
Pr(O | I, \lambda) = b_i(O_1) b_{i_2}(O_2) \cdots b_{i_T}(O_T) .
\]

The probability of such a state sequence \( I \), on the other hand, is

\[
Pr(I | \lambda) = \pi_{i_1} a_{i_1i_2} a_{i_2i_3} \cdots a_{i_{T-1}i_T} .
\]

The joint probability of \( O \) and \( I \), i.e., the probability that \( O \) and \( I \) occur simultaneously, is simply the product of the above two terms, \( Pr(O, I | \lambda) = Pr(O | I, \lambda) Pr(I | \lambda) \). The probability of \( O \) then is obtained by summing this joint probability over all possible state sequences:
The forward-backward procedure

Consider the forward variable, \( \alpha(t,i) \), defined as:

\[
\alpha(t,i) = \Pr(O_1, O_2, \ldots, O_t, i = q_t | \lambda)
\]

i.e. the probability of the partial observation sequence (until time \( t \)) and state \( q_t \) at time \( t \), given the model \( \lambda \). We can solve for \( \alpha(t,i) \) inductively, as follows:

1. \( \alpha(0,i) = \pi_i b_i(O_1), \quad 1 \leq i \leq N; \)
2. for \( t = 1, 2, \ldots, T - 1 \), \( 1 \leq j \leq N \)
   \[
   \alpha(t+1,j) = \sum_{i=1}^{N} \alpha(t,i) a_{ij} b_j(O_{t+1})
   \]
3. then, \( \Pr(O | \lambda) = \sum_{i=1}^{N} \alpha_T(i) \).

Step 1 initiates the forward probabilities with the joint probability of state \( q_1 \) and initial observation \( O_1 \). Step 2 is illustrated in Fig. 3a, which shows how the state \( q_t \) is reached at time \( t + 1 \) from the \( N \) possible states \( q_i \), \( i = 1, 2, \ldots, N \), at time \( t \). Since \( \alpha(t,i) \) is the probability of the joint event that \( O_1 O_2 \cdots O_t \) are observed and the state stops at \( q_t \) at time \( t \), the product \( \alpha(t,i) a_{ij} \) is then the probability of the joint event that \( O_1 O_2 \cdots O_t \) are observed and state \( q_j \) is reached at time \( t + 1 \) via state \( q_i \) at time \( t \).

Summing this product over all the \( N \) possible states \( q_i \), \( i = 1, 2, \ldots, N \), at time \( t \) results in the probability of \( q_t \) at time \( t + 1 \) with all the accompanying previous observations. Once this is done and \( q_t \) is known, it is easy to see that \( \alpha_{t+1}(j) \) is obtained by augmenting multiplicatively the summed quantity with the probability \( b_j(O_{t+1}) \). Finally, step 3 gives the desired calculation of \( \Pr(O | \lambda) \) as the sum of the terminal forward variables \( \alpha_T(i) \). This is so because

\[
\alpha_T(i) = \Pr(O_1 O_2 \cdots O_T, i_T = q_T | \lambda).
\]

If we examine the computation involved in the calculation of \( \alpha_T(i) \), \( 1 \leq t \leq T, 1 \leq i \leq N \), we see that it requires on the order of \( N^T \) calculations, rather than \( 2TN^T \) as required by the direct calculation. (Again to be precise, we need \( N(N+1)(T-1) + N \) multiplications and \( N(N-1)(T-1) \) additions.) For \( N = 5 \), \( T = 100 \), we need about 3000 computations for the forward method versus \( 10^2 \) for the direct calculation, a savings of about 69 orders of magnitude!

This forward-backward procedure is in effect based upon the lattice structure shown in Fig. 3b. The key is that since there are only \( N \) states (nodes), all the possible state sequences will re-merge into these \( N \) nodes no matter how long the observation sequence. At time \( t = 1 \), we need to calculate values of \( \alpha_1(i), 1 \leq i \leq N \). At times \( t = 2, 3, \ldots, T \) we only need to calculate values of \( \alpha_t(i), 1 \leq i \leq N \), where each calculation involves \( N \) previous values of \( \alpha_{t-1}(i) \) because each of the \( N \) grid points is reached from the same \( N \) grid points at the previous moment.

In a similar manner we can consider a backward variable, \( \beta_t(i) \) defined as:

\[
\beta_t(i) = \Pr(O_{T+1}, O_{T+2}, \ldots, O_T | i = q_T, \lambda)
\]

i.e. the probability of the partial observation sequence from \( t + 1 \) to the end, given state \( q_t \) at time \( t \) and the model \( \lambda \). Again we can solve for \( \beta_T(i) \) inductively, as follows:

1. \( \beta_T(i) = 1, \quad 1 \leq i \leq N; \)
2. for \( t = T - 1, T - 2, \ldots, 1 \), \( 1 \leq i \leq N \)
   \[
   \beta_t(i) = \sum_{j=1}^{N} a_{ij} b_j(O_{t+1})
   \]
   Step 1 arbitrarily defines \( \beta_T(i) \) to be 1 for all \( i \). Step 2, which is illustrated in Fig. 4, shows that in order to have been in state \( q_t \) at time \( t \), and to account for the rest of the observation sequence, you had to make a transition to every one of the \( N \) possible states at time \( t + 1 \), account for the observation symbol \( O_{T+1} \) in that state, and then account for the rest of the observation sequence.

Again the computation of \( \beta_t(i) \) for \( 1 \leq t \leq T, 1 \leq i \leq N \), requires on the order of \( N^T \) calculations, and can be computed in a lattice structure similar to that of Fig. 3b.

Box 1

\[
\Pr(O | \lambda) = \sum_{all \ i} \Pr(O | i, \lambda) \Pr(i | \lambda)
\]

\[
= \sum_{i_1, i_2, \ldots, i_T} \pi_{i_1} b_{i_1}(O_1) a_{i_1 i_2} b_{i_2}(O_2) \cdots a_{i_{T-1} i_T} b_{i_T}(O_T)
\]

The interpretation of the computation in the above equation is the following. Initially (at time \( t = 1 \)) we are in state \( i_1 \) with probability \( \pi_{i_1} \) and generate the symbol \( O_1 \) with probability \( b_{i_1}(O_1) \). We then make a transition to state \( i_2 \) with probability \( a_{i_1 i_2} \) and generate symbol \( O_2 \) with probability \( b_{i_2}(O_2) \). This process continues until we make the last transition from state \( i_{T-1} \) to state \( i_T \) with probability \( a_{i_{T-1} i_T} \) and generate symbol \( O_T \) with probability \( b_{i_T}(O_T) \).

A little thought should convince the reader that the calculation of \( \Pr(O | \lambda) \), according to its direct definition, involves on the order of \( 2T \cdot N \) calculations, since at every time \( t = 1, 2, \ldots, T \), there are \( N \) possible states to go through and for each summand about \( 2T \) calculations are required. (To be precise, we need \( (2T - 1)N^T \) multiplications and \( N^T - 1 \) additions.) This calculation is computationally unfeasible, even for small values of \( N \) and \( T \); e.g. for \( N = 5, T = 100 \), there are on the order of \( 2 \cdot 100 \cdot 5^{100} = 10^{21} \) computations! Clearly a more efficient procedure is required to solve problem 1. Such a procedure exists and is sometimes called the forward-backward procedure. (See Box 1)
Problem 2

There are several possible ways of solving Problem 2, namely finding the optimal state sequence associated with the given observation sequence, since there are several possible optimality criteria. One possible optimality criterion is to choose the states, \( i_t \), which are individually most likely. This maximizes the expected number of correct individual states. To implement this solution we define the variable

\[
\gamma_t(i) = \Pr(i_t = q_i | O, \lambda)
\]

i.e. the probability of being in state \( q_i \) at time \( t \), given the observation sequence \( O \) and the model \( \lambda \). A little thought should convince the reader that \( \gamma_t(i) \) is trivially expressed in terms of the \( \alpha \)'s and \( \beta \)'s as

\[
\gamma_t(i) = \frac{\alpha_t(i) \beta_t(i)}{\Pr(O | \lambda)}
\]

since \( \alpha_t(i) \) accounts for \( O_1, O_2, \ldots, O_t \) and state \( q_i \) at \( t \), and \( \beta_t(i) \) accounts for \( O_{t+1}, \ldots, O_T \), given state \( q_i \) at \( t \). The normalization factor, \( \Pr(O | \lambda) \), makes \( \gamma_t(i) \) a conditional probability, so that \( \sum_{i=1}^{N} \gamma_t(i) = 1 \).

Using \( \gamma_t(i) \), the individually most likely state, \( i_t \), at time \( t \) is

\[
i_t = \arg\max_{1 \leq i \leq N} \gamma_t(i) \quad 1 \leq t \leq T
\]

There might be some problems with the above criterion and solution, however. When there are disallowed transitions - i.e. \( a_{ij} = 0 \) for some \( i \) and \( j \), the obtained state sequence may in fact be an impossible state sequence. The solution simply determines the most likely state at every instance without regard to the global trellis structure, the neighboring (in time) state, and the length of the observation sequence. It is still useful, though, as in practice such undesirable situations do not usually occur, and this instantaneous optimality provides insights for a theoretically tractable parameter smoothing scheme.

The drawback of the above approach points to the necessity of global constrains, of some type, on the derived optimal state sequence. Almost trivially, an optimality criterion of this type is to find the single best path (state sequence) with the highest probability, i.e. to maximize \( \Pr(O, I | \lambda) \). A formal technique for finding this single best state sequence exists and is called the Viterbi algorithm. (See Box 2)

Problem 3

The third problem is to adjust the model parameters \((A, B, \pi)\) to maximize the probability of the observation
sequence given the model. This is the most difficult of the three problems we have discussed. There is no known way to solve for a maximum likelihood model analytically. Therefore an iterative procedure, such as the Baum-Welch method, or gradient techniques for optimization must be used. Here we will only discuss the iterative procedure. It appears that with this procedure, the physical meaning of various parameter estimates can be easily visualized.

To describe how we (re)estimate HMM parameters, we first define $\xi(i,j)$ as

$$\xi(i,j) = Pr(i_t = i, i_{t+1} = j | O, \lambda)$$

i.e. the probability of a path being in state $q_i$ at time $t$ and making a transition to state $q_j$ at time $t + 1$, given the observation sequence and the model. From Fig. 5 it should be clear that we can write $\xi(i,j)$ as

$$\xi(i,j) = \frac{\alpha_t(i)a_i b_j(0_{t+1})b_{t+1}(j)}{Pr(O | \lambda)}$$

In the above, $\alpha_t(i)$ accounts for the first $t$ observations, ending in state $q_i$ at time $t$, the term $a_i b_j(0_{t+1})$ accounts for the transition to state $q_j$ at time $t + 1$ with the occurrence of symbol $0_{t+1}$, and the term $b_{t+1}(j)$ accounts for

### Box 2

#### Viterbi algorithm

The formal steps in the Viterbi algorithm for finding the single best state sequence are as follows:

**Step 1 — Initialization**

$$\delta_1(i) = \pi_i b_i(0_1), \quad 1 \leq i \leq N$$

$$\Psi_1(i) = 0$$

**Step 2 — Recursion**

For $2 \leq t \leq T$, $1 \leq j \leq N$

$$\delta_t(j) = \max_{1 \leq i \leq N} [\delta_{t-1}(i)a_i b_j(0_t)]$$

$$\Psi_t(j) = \arg\max_{1 \leq i \leq N} [\delta_{t-1}(i)a_i]$$

**Step 3 — Termination**

$$P^* = \max_{1 \leq i \leq N} [\delta_T(i)]$$

$$i_T^* = \arg\max_{1 \leq i \leq N} [\delta_T(i)]$$

**Step 4 — Path (state sequence) backtracking**

For $t = T-1, T-2, \ldots, 1$

$$i_t^* = \Psi_{t+1}(i_{t+1}^*)$$

The Viterbi algorithm is similar (without the backtracking steps) in implementation to the forward-backward calculation; however, a maximization over previous states is used in place of the summing procedure used previously. Again a trellis structure efficiently implements the computation.

### Box 3

**The Baum-Welch reestimation formulas**

The reestimation formulas for $\pi, A$, and $B$ are:

1. $\pi_i = \gamma_i(i), \quad 1 \leq i \leq N$

2. $\bar{a}_{ij} = \left( \sum_{t=1}^{T-1} \xi(i,j) \right) / \sum_{i=1}^{T-1} \gamma(i)$

3. $\bar{b}_j(k) = \sum_{t=1}^{T-k} \gamma(j) / \sum_{i=1}^{T-1} \gamma(i)$

The reestimation formula for $\pi_i$ is trivially the probability of being in state $q_i$ at $t = 1$. The reestimation formula for $a_{ij}$ is the ratio of the expected number of transitions from state $q_i$ to $q_j$, divided by the expected number of transitions out of state $q_i$. Finally the reestimation formula for $b_j(k)$ is the ratio of the expected number of times of being in state $j$ and observing symbol $k$, divided by the expected number of times of being in state $j$. Note that the summation for $b_j(k)$ is from $t = 1$ to $t = T$.

If we define the initial model as $\lambda$ and the reestimation model as $\bar{\lambda}$, consisting of the above $\bar{\pi}, \bar{a}, \bar{b}$, and $\bar{b}(k)$, then it can be proven that either:

1. The initial model $\lambda$ defines a critical point of the likelihood function, in which case $\lambda = \lambda$, or

2. Model $\bar{\lambda}$ is more likely in the sense that $Pr(O | \bar{\lambda}) > Pr(O | \lambda)$, i.e. we have found another model $\bar{\lambda}$, from which the observation sequence is more likely to be produced.

Therefore, if we iteratively use $\bar{\lambda}$ in place of $\lambda$ and repeat the above reestimation calculation, we then can improve the probability of $O$ being observed from the model until some limiting point is reached. The result is the estimated model.

**Figure 5.** Illustration of the computation required for the calculation of the joint event that the system is in state $q_i$ at time $t$, and state $q_j$ at time $t + 1$. This event occurs with probability $\alpha_t(i)$ (which accounts for the path terminating in state $q_i$ at time $t$). Times $a_{ij} b_j(0_{t+1})$ (which accounts for the local transition from state $q_i$), times $b_{t+1}(j)$ (which accounts for the path being in state $j$ at time $t + 1$ and then being unconstrained until the end of the observation sequence).
the remainder of the observation sequence. The normalization factor \( \Pr(O \mid \lambda) \) provides the proper normalization for \( \xi(i, j) \).

Recall that we have previously defined \( \gamma(i) \) as the probability of being in state \( q_i \) at time \( t \), given the observation sequence and the model; hence we can relate \( \gamma(i) \) to \( \xi(i, j) \) by summing \( \xi(i, j) \) over \( j \), giving

\[
\gamma(i) = \sum_{j=1}^{N} \xi(i, j).
\]

If we sum \( \gamma(i) \) over the time index \( t \), we get a quantity which can be interpreted as the expected (over time) number of times that state \( q_i \) is visited, or equivalently, the expected number of transitions made from state \( q_i \), if we exclude the last moment, \( T \), in the summation. Similarly, summation of \( \xi(i, j) \) over \( t \) (from \( t = 1 \) to \( t = T - 1 \)) can be regarded as the expected number of transitions from state \( q_i \) to state \( q_j \). That is

\[
\sum_{t=1}^{T-1} \gamma(i) = \text{Expected number of transitions made from } q_i
\]

\[
\sum_{t=1}^{T-1} \xi(i, j) = \text{Expected number of transitions from state } q_i \text{ to state } q_j
\]

Using the above formulas (and the concept of counting event occurrences) we can use the Baum-Welch method to reestimate values of the HMM parameters. (See Box 3)

**Summary of Results**

We have shown how to define an HMM, how to score it on an observation sequence (Problem 1), how to make a best guess as to the hidden state sequence (Problem 2), and how to optimize model parameters to best match a given training sequence (Problem 3). In the next section we discuss some properties of the models, issues involved in practical implementation, and some special cases of the \( B \) parameters. Finally, in Section V, we illustrate the application of HMM's to a simple speech recognition system to show one possible way of applying the concepts discussed here.

**ISSUES WITH HMM'S**

In this section we discuss several issues related to types of HMM's, issues in implementation, and extensions of the basic model to more advanced forms. We will not be rigorous here, but will only give indications of the kinds of problems people have been concerned with. More detail on the mathematical aspects are given in the references.

**Types of HMM's**

The general HMM we have been dealing with until now is assumed to have essentially a full state transition matrix, i.e. transitions can be made from any state in some way to any other state. Such models are often ergodic in the sense that any state will be revisited with probability one and that such revisits are not required to take place at periodic intervals of time. We show an example of one such model in Fig. 6a. (Here \( N = 4 \) states). For some applications we are interested in non-ergodic models where we impose constraints on the state transition matrix. For example, Figs. 6b and 6c show two examples of non-ergodic HMM's. For these cases the state transition matrix is upper triangular (i.e. transitions can only be made to a state whose index is as large or larger than the index of the current state). Such models have been called left-to-right models since the state sequence which produced the observation sequence must always proceed from the leftmost state to the rightmost state. Such left-to-right models inherently impose a temporal order to the HMM since lower numbered states account for observations occurring prior to those for higher numbered states. We shall see how we use this feature to our advantage in our discussion of how we apply HMM's to speech recognition.
Implementation issues

In the section on Solutions to the Three HMM Problems, we outlined several simple and straightforward procedures for working with HMM’s. For the most part the procedures work exactly as discussed. However there is at least one computational issue of significance, and a couple of practical aspects that must be kept in mind, for the procedures to be maximally useful.

The computational issue concerns the implementation of the forward-backward computation. A quick glance will convince the reader that both \( \alpha(i) \) and \( \beta(i) \) tend to zero geometrically fast (recall that all probabilities are less than 1.0). Hence a scaling technique of the \( \alpha \)'s and \( \beta \)'s is required to avoid mathematical underflow. The details of such scaling procedures are beyond the scope of this paper.

A second issue concerns the use of a finite set of training data for estimating the HMM parameters. If we look at the reestimation formulas we see that a parameter will be set to 0 if there are no occurrences in the training set—i.e., if a symbol does not occur often enough in the observation sequence, then the probability for that symbol will be 0 in some states. If this effect is due to the small size of the training observation sequence, then special effort must be made to insure that no HMM parameter becomes too small. If it is a real effect, then a zero probability parameter is perfectly reasonable. In any case care must be taken to guarantee (perhaps via constraints on the parameter space) that the estimated HMM parameters are reasonable.

Finally we point out that all the formulas presented in this paper for a single observation sequence can be modified to handle the case of multiple observation sequences. Hence one could do training of an HMM from a long single sequence, or from a set of multiple observation sequences (particularly useful for non-ergodic models).

Special cases of the B parameters

Until now we have only considered the case of discrete symbol HMM’s, i.e., where the observation sequence was one of a set of \( M \) discrete symbols. The model can readily be extended to the case where the observations are continuous symbols, or more generally, continuous vectors, \( x \). For such a model the \( b_j(k) \) probability density is replaced by the continuous density, \( b_j(x) \), \( 1 \leq j \leq N \), where

\[
b_j(x) dx = \text{probability that observation vector, } O, \text{ lies between } x \text{ and } x + dx
\]

There are several special forms for \( b_j(x) \) which have been proposed, including:

1. Gaussian \( M \)-component mixture densities of the form

\[
b_j(x) = \sum_{k=1}^{M} c_{jk} N(x, \mu_{jk}, \Sigma_{jk})
\]

where \( c_{jk} \) is the mixture weight, \( N \) is the normal density and \( \mu_{jk} \) and \( \Sigma_{jk} \) are the mean vector and covariance matrix associated with state \( j \), mixture \( k \).

2. Gaussian autoregressive \( M \)-component mixture densities of the form

\[
b_j(x) = \sum_{k=1}^{M} c_{jk} b_{jk}(x)
\]

where

\[
b_{jk}(x) = \frac{e^{-\delta(x; \mu_{jk})^2}}{(2\pi)^{K/2}}
\]

\[
\delta(x; a) = r_a(0)r_a(0) + 2 \sum_{j=1}^{p} r_a(i)r_a(i)
\]

\( \delta(x; a) \) is the standard LPC distance between a vector \( x \) (of dimension \( K \)) with autocorrelation \( r_a \), and an LPC vector \( a \) (of dimension \( p \)) with autocorrelation \( r_a \).

These alternate density functions have been used to good advantage in several speech recognition systems.

EXAMPLE OF THE USE OF HMM’S—ISOLATED WORD RECOGNITION

Hidden Markov models have been found to be extremely useful for ecology, cryptanalysis, and a wide spectrum of speech applications. Here we consider the case of trying to use HMM’s to build an isolated word recognizer. Assume we have a vocabulary of \( V \) words to be recognized. We have a training set of \( L \) tokens of each word (spoken by 1 or more talkers), and an independent testing set. To do speech recognition we perform the following steps:

1. First we build an HMM for each word in the vocabulary. We use the observations from the set of \( L \) tokens to estimate the optimum parameters for each word, giving model \( \lambda^v \), for the \( v \)th vocabulary word, \( 1 \leq v \leq V \).

2. For each unknown word in the test set, characterized by observation sequence \( O = O_1, O_2, \ldots, O_T \), and for each word model, \( \lambda^v \), we calculate \( P_v = \Pr(O | \lambda^v) \) according to the procedure of the section on Solution to the Three HMM Problems.

3. We choose the word whose model probability is highest, i.e.,

\[
\nu^* = \arg\max_{1 \leq v \leq V} P_v
\]

The HMM based recognizer has been applied to several word recognition tasks using both a discrete symbol observation set (VQ codebook symbols), and at least two continuous observation models. The table below (based on experiments performed at AT&T Bell Laboratories) gives some performance characteristics for a speaker independent system using a vocabulary of 10 digits.

<table>
<thead>
<tr>
<th>Recognizer</th>
<th>Recognition Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Template Based</td>
<td></td>
</tr>
<tr>
<td>Using Dynamic Time</td>
<td>98.2%</td>
</tr>
<tr>
<td>Warping</td>
<td></td>
</tr>
<tr>
<td>HMM using</td>
<td></td>
</tr>
<tr>
<td>Discrete Symbols</td>
<td>97.1%</td>
</tr>
<tr>
<td>Continuous Densities</td>
<td>98.1%</td>
</tr>
</tbody>
</table>
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It can be seen that the performance of the HMM with a continuous observation symbol density performs as well as the best template based recognizer; the HMM using discrete symbols performed worse due to the quantization distortions in using small codebooks.

We shall see in the following sections how HMM's accomplish the word recognition task and how the above-mentioned salient features affect such a task.

![Figure 7](image)

**Figure 7.** Illustrations of several contours associated with the use of HMM's for isolated word recognition. The plot of part a is the log energy contour (i.e. log energy versus time or frame number) corresponding to the spoken word /six/. One can readily identify the fricative regions, corresponding to the /s/ sound, at the beginning and end of the contour, as well as the low energy, short, silence region due to the closure for the transient sound /k/. The plot of part b is the accumulated log likelihood when “scoring” (using the solution to problem 1) the observations of the word /six/ against the HMM for the word /six/ using the Viterbi procedure. Finally the plot of part c is the estimated state segmentation (again from the Viterbi procedure) of the observation for a 3 state model.

**Markov chain structure**

For word recognition where the starting and ending points of the utterance are approximately known, it is found to be advantageous to use the above mentioned left-to-right models, particularly as shown in Fig. 6b. This is because, for word utterances, the progressive nature of the state sequence is rather unambiguous and the number of states needed for each word model is usually manageable. If the task were to model a long conversational speech signal such a constrained model might be impractical.

The meaning of each state can be examined via the state sequence estimation procedure outlined in the section on Solutions to the Three HMM Problems. In one of the examples, 5-state HMM's were used for the digits. Figure 7 shows the estimated state sequence which resulted from using the Viterbi algorithm to segment an utterance of the digit “six”. It can be seen that the states correspond roughly to the sounds in the word six. In particular, one observes that the sequentially changing characteristics of the word are appropriately represented. This progressive change in signal characteristics in each state marks the effectiveness of the Markov structure with which we have attempted to model the utterance. (In the previous biased coin toss example, this would mean that we are able to detect when a different biased coin is used in the tossing trial).

**Matching of state observation density**

For the resultant model to be accurate, the estimated observation density in each state should display some fit to the given observations. Since the assumed distribution of the observations within the $j^{th}$ state, is $b_j(x)$, a comparison can be made of the marginal distributions $b_j(x)_{x=(x_{k-1}...x_k...)}$ against a histogram of the actual observations assigned to that $j^{th}$ state. Such a comparison is given in Fig. 8 for a 9-dimensional representation of the observation vectors. The results of Fig. 8 and Fig. 7 clearly confirm the goal we set out to accomplish as explained in the first section: to identify steadily or distinctively behaving periods, to characterize the sequentially evolving nature of these periods, and to effectively represent the signals spanning over these periods, all with good accuracy.

**Durational information**

Since the HMM allows us to perform segmentation (using the solution to problem 2), we can use the measured state durations for word recognition purposes. Such du-

![Figure 8](image)

**Figure 8.** Illustration of comparisons of theoretical Gaussian mixture fits and measured histograms for a 9 parameter representation (8 cepstral coefficients and log energy) for state 1 of the word /zero/. It can be seen that, in some cases, a single Gaussian (with a diagonal covariance matrix) appears to provide good fits to the data (e.g. C5, C6, C7). In other cases (e.g. C1, C2, C4), a single Gaussian is grossly inadequate and a mixture density is required.
rational information is often represented in a normalized form for word models, (since the word boundary is essentially known), in the form:

\[ P(l/T) = \text{probability of being in state } j \text{ for exactly } (l/T) \text{ of the word, where } T \text{ is the number of frames in the word and } l \text{ is the number of frames spent in state } j. \]

A typical set of histograms of \( P(l/T) \) for a 5-state model for the word “six” is shown in Fig. 9. As seen from the figure, the first state is generally very brief; the second and third states have longer duration; the fourth state has a well-defined peak in the density with an average duration of about 20 percent of the word and is never skipped over (i.e. \( l/T = 0 \)); the final state (the stop plus the fricative) covers about 50 percent of the word length and is also always present in the utterances.

It is found that this proportional information is rather robust under different channel conditions and is quite useful for word recognition. The main effect appears to be from the resultant constraint that certain states must be present for some minimum duration.

**Score evaluation**

In the section on Solutions to the Three HMM Problems, we already explained how the forward-backward procedure works in obtaining the quantity \( \text{Pr}(O | \lambda) \). This quantity is the summation of \( \text{Pr}(O, I | \lambda) \) over all possible state sequences \( I \). Since the Viterbi algorithm efficiently finds the maximum of \( \text{Pr}(O, I | \lambda) \) over all \( I \), a question is then: what is the relationship between \( \text{Pr}(O | \lambda) \) and \( \text{Pr}(O, I | \lambda) \)?

Interestingly enough, for speech signals and with some properly chosen model specifications, the dynamic range of \( \text{Pr}(O, I | \lambda) \) is usually very large and max \( \text{Pr}(O, I | \lambda) \) is usually the only significant term in the summation for \( \text{Pr}(O | \lambda) \). Therefore, in such cases, either the forward-backward procedure or the Viterbi algorithm works equally well in the word recognition task.

**Other considerations**

HMM's provide a framework based upon which higher level structures in continuous speech signals may be integrally modelled. Care, however, must be taken in implementing such an extension.

The above left-to-right word models effectively exploit such a priori information as the word boundaries. Direct concatenation of the above word model may or may not be viable for continuous speech recognition, particularly when the vocabulary is large. Constructing a global HMM from small HMM's based upon such units as phonemes, etc. has been and is still being pursued.

Another consideration relates to the robustness of the modeling technique. Different assumptions on the form of observation density, as well as the a priori Markov structure constraints lead to different levels of robustness in performing the recognition task. This robustness issue, of course, is compounded by the various representations of the short-time speech symbols (spectra). Some representations may be better characterized as Gaussian multivariate and some may be less susceptible to channel fluctuations, speaker variations, and noise contamination etc. It is yet unknown what the best combination is.

The above considerations in no way discourage the use of HMM in speech recognition. On the contrary, these are the main directions that research effort is pointing to for solving the ultimate recognition problem with HMM's.
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