Drugs and Alcohol: Their Relative Crash Risk
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ABSTRACT. Objective: The purpose of this study was to determine (a) whether among sober (blood alcohol concentration [BAC] = .00%) drivers, being drug positive increases the drivers’ risk of being killed in a fatal crash; (b) whether among drinking (BAC > .00%) drivers, being drug positive increases the drivers’ risk of being killed in a fatal crash; and (c) whether alcohol and other drugs interact in increasing crash risk. Method: We compared BACs for the 2006, 2007, and 2008 crash cases drawn from the U.S. Fatality Analysis Reporting System (FARS) with control drug and blood alcohol data from participants in the 2007 U.S. National Roadside Survey. Only FARS drivers from states with drug information on 80% or more of the drivers who also participated in the 2007 National Roadside Survey were included. Results: For both sober and drinking drivers, being positive for a drug was found to increase the risk of being fatally injured. When the drug-positive variable was separated into marijuana and other drugs, only the latter was found to contribute significantly to crash risk. In all cases, the contribution of drugs other than alcohol to crash risk was significantly lower than that produced by alcohol. Conclusions: Although overall, drugs contribute to crash risk regardless of the presence of alcohol, such a contribution is much lower than that by alcohol. The lower contribution of drugs other than alcohol to crash risk relative to that of alcohol suggests caution in focusing too much on drugged driving, potentially diverting scarce resources from curbing drunk driving. (J Stud Alcohol Drugs, 75, 56–64, 2014)

A BODY OF WORK RANGING FROM experimental studies (Dobbs, 2005; Moskowitz and Wilkinson, 2004) to epidemiological studies (Asbridge et al., 2012; Berghaus et al., 2010; Elvik, 2012; Kelly et al., 2004; Rapoport et al., 2009) suggests that drug use impairs skills related to driving. In response to this growing concern, several countries (e.g., Australia, Britain, the Netherlands, and Norway) have been developing new legislation criminalizing driving while impaired by drugs other than alcohol (Transport Research Centre and International Transport Forum, 2010). In the United States, concern with drugged driving has increased since the publication of the results from the 2007 National Roadside Survey (NRS), which found that 14% of drivers were using drugs other than alcohol compared with 12% using only alcohol (Lacey et al., 2009). Stimulation in part by these results, the U.S. Office on National Drug Control Policy (ONDCP) issued a call in 2010 for states to enact per se drugged-driving laws (DuPont et al., 2012). Seventeen states currently have such laws (Voas et al., 2012).

A key requirement for designing efficient drugged-driving laws is the accurate determination of the marginal increase in crash risk associated with drugged driving relative to the crash risk associated with the absence of drugs. In an attempt to estimate such relative risk (RR), a large and comprehensive study—the Driving Under the Influence of Drugs, Alcohol and Medicines (DRUID) project—has recently been completed by a consortium of nine European nations (Hels et al., 2011). Based on a comparison of data from injured drivers entering medical facilities with data collected from drivers stopped at road surveys, the DRUID project found an increase in the RR of injury and death among drivers testing positive for drugs (Bernhoft, 2011; Hargutt et al., 2011). In the United States, no study comparing crash data with roadside data has yet been reported. We believe that this article constitutes the first U.S. study to estimate the RR of fatal crash involvement associated with drugged drivers using fatally crashed drivers as cases and roadside survey drivers as controls.

The strategy of estimating RR by comparing drivers in fatal crashes with roadside survey drivers has been applied in the past to the analysis of alcohol-related crash risk (Voas et al., 2012; Zador et al., 2000). However, absent from those reports is the contribution to crash risk of drugs either alone or associated with alcohol. We now have an opportunity to address that gap with the inclusion of drug testing in the 2007 NRS and the improved reporting of drug tests on fatally injured drivers in the U.S. census of fatal crashes contained in the Fatality Analysis Reporting System (FARS). On November 30, 2010, the National Highway Traffic Safety Administration (NHTSA) released the “first ever analysis of drug involvement among deceased drivers in fatal crashes” (NHTSA, 2010). Hingson et al. (2010) and Romano and Voas (2011) were among the first to explore drug involvement in this publicly available file. Using the FARS, these authors have shown that about 20 of the 50 states have now provided drug-use information in the FARS on at least 80% of their fatally injured drivers, creating a critical mass of in-
formation suitable for scientific research and policy analysis. By taking advantage of this data development, Romano and Voas (2011) examined the FARS for fatally injured drivers involved in single-vehicle crashes in states in which 80% or more of the drivers were tested for drugs other than alcohol and had a known result. They found that about 25% of the drivers tested positive for drugs, a figure almost double the 14% found in the 2007 NRS. Relevant to this effort, they found evidence suggesting that the contribution of these drugs to crash risk may vary, depending on the presence of alcohol.

Given the strong potential role of drugs in influencing crash risk (alcohol related or not) and the possible interaction between drugs and alcohol in shaping such risk, the availability of drug information in the 2007 NRS, and the recent confirmation that reliable information on drugs other than alcohol is now available in the FARS, this effort aims to determine (a) whether among sober (blood alcohol concentration [BAC] = .00%) drivers, being drug positive increases the driver’s risk of being killed in a fatal crash; (b) whether among drinking (BAC > .00%) drivers, being drug positive increases the driver’s risk of being killed in a fatal crash; and (c) whether alcohol and other drugs interact in increasing crash risk.

Method

The overall analytical strategy pursued by this effort follows that of Zador et al. (2000) and Voas et al. (2012) based on the matching and subsequent analysis of comparable exposure and crash data. Zador et al. (2000) provided a detailed justification for the use of the fatality data (FARS) and exposure data (NRS) to estimate the RR of being fatally injured in a vehicle crash. Briefly, the RR of a fatal crash between two groups is estimated by comparing the fatality/exposure ratio between the two groups, which is calculated using the FARS and NRS information.

Exposure

Measures of crash exposure were obtained from the 2007 NRS (Lacey et al., 2009), for which researchers collected information on daytime and nighttime drivers of noncommercial motor vehicles on Fridays during the day and on Friday and Saturday nights in the 48 contiguous states (Lacey et al., 2009). Survey sites for the 2007 NRS were selected from 60 primary sampling units of the National Analysis Sampling System/General Estimates System of NHTSA. Drivers were randomly selected from the traffic flow at those sites and recruited for participation in the survey (Lacey et al., 2009).

As in previous roadside surveys, the 2007 NRS collected information on the drivers’ age, gender, race, ethnicity, and BAC. New to the 2007 NRS was the collection of an oral-fluid sample that was submitted for laboratory analysis to determine the presence of drugs other than alcohol. A list of all drugs tested in the FARS and 2007 NRS is shown in Table 1. About 71% of the eligible drivers provided an oral-fluid sample (Lacey et al., 2009). Despite such relatively high participation, Lacey and colleagues addressed the possibility of sampling bias by (a) offering large monetary incentives ($100) to refusals to reconsider and participate and (b) replicating the survey using the protocol established for the 1996 NRS, which excluded oral-fluid samples. The outcome of both analyses suggested that the main reason for refusing participation in the oral-fluid component of the 2007 NRS was the additional time required for survey completion, a finding that reduces our concerns about sampling bias in the exposure database (Lacey et al., 2009). The oral-fluid samples were analyzed using enzyme-linked immunosorbent assay screening, followed by a confirmatory analysis by liquid chromatography–tandem mass spectrometry or gas chromatography/mass spectrometry (Lacey et al., 2009).

Crash data

For crash data, we used the FARS. The descriptions of each fatal crash reported in the FARS characterize in detail the features of the crash and the vehicles involved. In addition, the FARS informs about each driver’s age, gender, and race and lists each driver’s BAC and drug-test results. In this study, we used driver records having known drug-test results and BACs. Information about drug use from deceased drivers was obtained by using either blood or urine samples (or both). Only driver records having known drug-test results and BACs were used. To allow for a meaningful merging of databases, only a selected number of FARS records was used in this study.

First, we selected crash data only from states that were surveyed in the 2007 NRS. Unlike Voas et al. (2012), who matched the 2007 NRS with the 2006–2007 FARS, in this effort, we used the 2006–2008 FARS. The inclusion of one more year allowed for a larger sample size and, therefore, more power to account for the stricter data selection process we applied to this effort.

Second, we considered only states that routinely test fatally injured drivers for drugs other than alcohol. Following the approach by Hingson and others, we included just those states in which at least 80% of the fatally injured drivers have known drug-test results (surviving drivers are generally not tested) (Hingson et al., 2010; Romano and Pollini, 2013; Romano and Voas, 2011). As suggested by Hingson and colleagues, by restricting our study to states that routinely test for drugs other than alcohol, we avoided much of the laboratory-based variation caused by data originated after occasional, court-mandated analyses. Nine states matched these two selection criteria: California, Colorado, Illinois, Maryland, New Jersey, New Mexico, North Carolina, Ohio, and Pennsylvania.
Third, to further match the conditions of the crash-exposure database (the 2007 NRS), we considered only the FARS records of drivers of four-wheeled passenger vehicles who were between 16 and 97 years old and who had been involved in crashes that occurred (a) on Fridays between 9 A.M. and 4 P.M. or on Fridays and Saturdays between 10 P.M. and 3 A.M.; (b) outside of Indian country on paved roads not classified as an interstate or an urban freeway or expressway; and (c) in counties with a population of at least 20,000 in the years covered by this study, according to the U.S. Census projections.

Analyses

As in Zador et al. (2000), we approximated the RR of a fatal crash by computing odds ratios (ORs), which provide accurate estimates of RR when the frequency of the targeted disease (e.g., crashes) is small relative to the exposed population (Agresti, 2002). In this article, we therefore use the acronyms “RR” or “OR” interchangeably when referring to results from our logistic regressions.

The logistic regression involved a binary response depending on whether the driver is a “case” (i.e., 2006–2008 FARS) or a “control” (i.e., 2007 NRS). We considered five predictors in the logistic regressions—gender, age, race/ethnicity, BAC, and drug result—and all the possible dual interactions among them. To account for (a) the possibility that fewer fatal crashes occurred at nighttime than at daytime and (b) time-based differences in alcohol and other drug use (Romano and Pollini, 2013), we also examined the impact the inclusion of “time of the day” as an explanatory variable would have on the outcome of the logistic regressions. The variable time of the day had a value of 1 to indicate daytime (Friday between 9 P.M. and 4 P.M.) and a value of 0 otherwise (i.e., Fridays and Saturdays between 10 P.M. and 3 P.M.—nighttime).

Drug results were codified into a single binary variable indicating the presence or absence of any drug other than alcohol. We also conducted separate analyses for marijuana. The BAC was entered as a continuous variable in the models, although it was rescaled by multiplying the actual BAC by 1,000 to avoid large coefficient estimates associated with BAC in the logistic models (we denoted the rescaled BAC by breath alcohol concentration). Last, despite relying only on states that routinely test their fatally injured drivers for drugs other than alcohol, the likelihood of finding drug-positive

Table 1. Drugs tested for in the U.S. Fatality Analysis Reporting System and the 2007 National Roadside Survey

<table>
<thead>
<tr>
<th>Cannabinoids</th>
<th>Depressants</th>
<th>Narcotic analgesics</th>
<th>Stimulants</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Marijuana</td>
<td>Barbiturates</td>
<td>Methadone</td>
<td>Amphetamines</td>
<td>Street drugs</td>
</tr>
<tr>
<td>THC</td>
<td>Butalbital</td>
<td>Methadone</td>
<td>Amphetamine</td>
<td>Ketamine</td>
</tr>
<tr>
<td></td>
<td>Phenobarbital</td>
<td>Opiates</td>
<td>MDA/MDEA</td>
<td>PCP</td>
</tr>
<tr>
<td></td>
<td>Pentobarbital</td>
<td>Codeine</td>
<td>MDMA</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Secobarbital</td>
<td>Morphine</td>
<td>Methamphetamine</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hydrocodone</td>
<td>Phentermine</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Oxycodeine</td>
<td>Cocaine</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Oxymorphone</td>
<td>Benzylecgonine</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Atypical opioids</td>
<td>ADHD medications</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Meperidine</td>
<td>Methylphenidate</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Propoxyphene</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: THC = Δ⁹-tetrahydrocannabinol; MDA/MDEA = 3,4-methylenedioxyamphetamine/3,4-methylenedioxy-N-ethylamphetamine; MDMA = 3,4-methylenedioxy-N-methylamphetamine; ADHD = attention-deficit/hyperactivity disorder; PCP = phencyclidine. Source: 2011 Fatality Analysis Reporting System, Coding and Validation Manual (National Highway Traffic Safety Administration, 2012) and 2007 National Roadside Survey—drug results (Lacey et al., 2009).
drivers may vary from state to state because of some unaccounted laboratory differences across states. Following Romano and Pollini (2013), we included random intercepts in the logistic model to account for such a possibility, yielding a logistic model with random effects that is usually termed a “logistic-normal” model (Agresti, 2002):

\[
\text{logit} \{P(Y_{ik} = 1 | u_k)\} = a_0 + u_k + a_{\text{Drug}_{ik}} + a_2 \text{BAC}_{ik} + a_3 \text{BAC}_{ik} \times \text{Drug}_{ik}.
\]  

(1)

Model 1 illustrates a logistic model with the covariates \(\text{BAC}\) and \(\text{Drug}\), the indicator variable for the presence of any drugs other than alcohol (0 = drug negative, 1 = drug positive) and their interaction. The variable \(Y_{ik}\) takes the value of 1 if the \(i\)th driver record is a fatal crash from the \(k\)th state, elsewhere zero. Random intercepts (which account for the clustering effect of state) are represented by the term \(u_k\) which is assumed to be normally distributed with zero mean and variance \(\sigma^2\). The OR for two drivers from state \(k\) (i.e., two drivers with random effects \(u_k\) and \(u_l\)), is equal to \(\exp(u_k - u_l) + a_1 + a_3 \text{BAC}\).

In a logistic-normal model with a small variance of the random effects (\(\sigma^2\)) the coefficients in Model 1 could have an interpretation similar to that coming from an ordinary logistic regression with fixed effects. For ease of interpretation in the discussion of results, we focus on the case where term \((u_k - u_l)\) is not present in the OR calculation. That is, we limit the discussion to scenarios in which, for instance, drug-positive and drug-negative drivers come from the same state. This assumption leads to the same OR calculation as in the ordinary logistic regression (i.e., the exponential of the coefficients).

To estimate the crash risk attributed to marijuana, variable \(\text{Drug}_{ik}\) was replaced in Model 1 by a variable denoting three levels (0 = drug negative, 1 = marijuana positive, 2 = positive for drugs other than marijuana).

Key to this effort is the examination of the Dual Drug × Alcohol interaction. If significant, that interaction would indicate that the contribution of drugs other than alcohol to crash risk varies depending on the driver being alcohol positive or not. If positive, we could subsequently estimate how much crash risk increases when drug consumption is added to alcohol consumption. The Akaike Information Criterion and the Schwarz Criterion were used to compare candidate models (i.e., model with main effects vs. model with main effects and interaction terms). Logistic models were fitted using PROC GLIMMIX from the SAS/STAT software, Version 8.2, of the SAS System for Windows (SAS Institute Inc., Cary, NC).

### Results

Table 2 lists the number of drivers in the databases by state. Table 2 shows variation among the states in their contribution to the exposure and crash files, which provides support for the decision to adjust risk estimates by state-based differences.

Table 3 lists the percentage of drivers who were drug positive and the percentage of drivers who tested positive for each of five drug categories. On both NRS and FARS, cannabinoids were the most prevalent drugs followed by stimulants. About 9% of the crash case drivers were cannabinol positive compared with only around 6% of the controls. Stimulants were present in nearly 7% of the fatal crashes and 4% of the control drivers. These differences seem to

### Table 2. Number of drivers fatally injured in crashes having drug and blood alcohol concentration information from states with at least 80% of drug-test results from 2006 to 2008 U.S. Fatality Analysis Reporting System (FARS) and number of drivers from 2007 National Roadside Survey (NRS)

<table>
<thead>
<tr>
<th>State</th>
<th>2007 NRS</th>
<th>2006-2008 FARS</th>
</tr>
</thead>
<tbody>
<tr>
<td>California</td>
<td>589</td>
<td>493</td>
</tr>
<tr>
<td>Colorado</td>
<td>121</td>
<td>55</td>
</tr>
<tr>
<td>Illinois</td>
<td>242</td>
<td>164</td>
</tr>
<tr>
<td>Maryland</td>
<td>275</td>
<td>109</td>
</tr>
<tr>
<td>New Jersey</td>
<td>129</td>
<td>108</td>
</tr>
<tr>
<td>New Mexico</td>
<td>144</td>
<td>44</td>
</tr>
<tr>
<td>North Carolina</td>
<td>468</td>
<td>288</td>
</tr>
<tr>
<td>Ohio</td>
<td>804</td>
<td>225</td>
</tr>
<tr>
<td>Pennsylvania</td>
<td>652</td>
<td>280</td>
</tr>
<tr>
<td>Total</td>
<td>3,424</td>
<td>1,766</td>
</tr>
</tbody>
</table>

### Table 3. Prevalence of drug categories in the nine selected states

<table>
<thead>
<tr>
<th>Drug category</th>
<th>2007 NRS</th>
<th>2006-2008 FARS</th>
<th>Unadjusted OR* [95% CI]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>441</td>
<td>348</td>
<td>1.66 [1.42, 1.94]</td>
</tr>
<tr>
<td>Cannabinol</td>
<td>220</td>
<td>162</td>
<td>1.55 [1.25, 1.92]</td>
</tr>
<tr>
<td>Narcotic</td>
<td>99</td>
<td>54</td>
<td>1.14 [0.92, 1.61]</td>
</tr>
<tr>
<td>Depressant</td>
<td>12</td>
<td>42</td>
<td>NE</td>
</tr>
<tr>
<td>Stimulant</td>
<td>129</td>
<td>115</td>
<td>1.87 [1.45, 2.43]</td>
</tr>
<tr>
<td>Other (PCP, others)</td>
<td>19</td>
<td>77</td>
<td>NE</td>
</tr>
<tr>
<td>Negative</td>
<td>2,983</td>
<td>1,418</td>
<td>80.3</td>
</tr>
</tbody>
</table>

Notes: NRS = National Roadside Survey; FARS = U.S. Fatality Analysis Reporting System; OR = odds ratio; CI = confidence interval; PCP = phencyclidine. *ORs were estimated relative to “negative”; “unadjusted” denotes ORs were estimated from raw counts; NE stands for “not estimated” and denotes a sample too small for meaningful estimates.
suggest that cannabinoids and stimulants are contributors to fatal crash risk.

The marginal and joint prevalence of alcohol and other drugs are shown in Table 4. There are more alcohol-positive drivers among crashes (58.3%) than among controls (8.7%). Also, around 13% of the control drivers were drug positive, and 20% of the crash drivers were drug positive. From the contents of Table 4, crude (unadjusted) ORs for drug-positive (OR = 1.66, 95% CI [1.42, 1.94]) and alcohol-positive (OR = 14.67, 95% CI [12.60, 17.08]) drivers were calculated, and both were statistically significant. Of interest, the crude OR for alcohol-positive (OR = 14.7) drivers was about 9 times higher than that for drug-positive (OR = 1.7) drivers.

We conducted a separate analysis of the RR for drugs other than alcohol for sober drivers. There are 3,126 sober (BAC = .00%) drivers in the control database and 737 sober drivers in the FARS database. Table 5 shows the results from the analyses for sober (BAC = .00%) drivers and for all drivers in the file. Models 1 and 2 in Table 5 differ only on the way they treat the “drug-positive” variable, which appears as a sole variable in Model 1 but is partitioned into marijuana and drugs other than marijuana in Model 2. In Model 1, after adjusting for drivers’ demographics, being drug positive...
was found to be a significant contributor to fatal crash risk among all drivers, as well as only on those at BAC = .00%. In Model 2, the presence of drugs other than marijuana was found to be associated with an increase in fatal crash risk regardless of the driver’s BAC. The presence of marijuana, however, did not contribute to fatal crash risk. Except for a BAC × Age interaction, no significant dual interaction was found in any model. Not shown in Table 5 is the impact of including the time of day in the models. As expected, when included in the analysis, the main effect of the time of day was significant in all models \((p < .0001)\), indicating that most fatal crashes occurred at night. The estimated variance of the random intercepts \((\sigma^2)\) was small in each of the models under study, suggesting a small clustering effect of state.

The corresponding ORs are provided in Table 6. For drug-positive and sober (BAC = .00%) drivers (Model 1), the odds of being involved in a crash were 1.41 times higher than those for drug-negative drivers (statistically significant: 95% CI [1.09, 1.83]). When all drivers were considered, the OR for drug-positive drivers (OR = 1.33, 95% CI [1.06, 1.67]) did not differ statistically from that of sober drivers, a result that relates to the lack of significance of the Drug × BAC interaction reported in Table 5. When the drug-positive variable is partitioned into positive for marijuana and positive for drugs other than marijuana (Model 2), only drivers positive for drugs other than marijuana had the odds of being involved in a fatal crash significantly different from one, being almost twice that of drug-negative drivers, irrespective of the drivers’ BACs.

Regarding alcohol, the significance of the BAC × Age interaction (Table 5) makes the ORs vary not only by BAC level but also by age. As expected, crash risk increases with BAC and decreases with age. The ORs for a 16- to 20-year-old driver at BAC = .01%, .05%, and .08% were 1.45, 6.45, and 19.72, respectively. Thus, the crash risk for a 16- to 20-year-old driver at BAC = .08% is about 14 times higher than at BAC = .01%. For drivers ages 21–34 and 35 and older, the crash risk at BAC = .08% is about nine times and six times higher than at BAC = .01%, respectively. This finding reproduces once more evidence of the deleterious impact of alcohol on drivers, particularly among the youngest ones.

Of interest is the comparison between the ORs for drug-positive and alcohol-positive drivers. The ORs associated with drivers at BAC = .05% or BAC = .08% are significantly higher than for drug-positive drivers, either those positive for marijuana (nonsignificant OR) or for drugs other than marijuana. For drivers ages 16–20, the crash risk at BAC = .05% and BAC = .08% is about 4 and 11 times higher, respectively, than that for being positive for drugs other than marijuana. For drivers ages 35 and older, these differences are reduced to about 3 and 7 times higher, albeit they remain statistically significant. Compared with the risk at BAC = .01%, however, drivers positive for drugs other than marijuana had significantly higher crash risk.

**Discussion**

One outcome from this study is that it confirms earlier reports that both alcohol and other drugs do contribute to crash risk. This finding was not surprising given the abundance of previous evidence pointing in that direction (Bernhoft, 2011; Hargutt et al., 2011; Romano and Pollini, 2013;
Romano and Voas, 2011). Although drugs other than alcohol do contribute to crash risk, we found that such a contribution depends on the type of drug under consideration. Somewhat unexpected was the finding that although marijuana’s crude OR indicated a significant contribution to fatal crash risk, once it was adjusted by the presence of alcohol and drivers’ demographics, marijuana’s OR was no longer significant among either sober or drinking drivers. This finding is somewhat surprising because, as reviewed by Sewell et al. (2009), most experimental and epidemiological studies (e.g., the DRUID project [Bernhoft, 2011; Hargutt et al., 2011]) have reported at least a modest impairing effect of marijuana on driving. Citing MacDonald and colleagues (2008), Sewell et al. (2009) argue that a possible explanation for such a modest outcome is that, unlike alcohol drinkers, marijuana users tend to overestimate their level of impairment, which could induce them to apply compensatory strategies that would make them drive more cautiously. However, our results showing no increase in relative risk for a fatal crash associated with marijuana should be interpreted with caution. It is impossible to determine the time of marijuana use relative to the crash in the FARS database, and the contribution of Δ9-tetrahydrocannabinol (THC) to crash risk may become significant only among recent users (Ramaekers et al., 2004). Also, we used any measured presence of marijuana in the FARS, but only medium or high concentrations affect driving (Ménétrey et al., 2005). Furthermore, the excessive delays in the collection of some biological samples in the FARS file may have reduced the number of marijuana-positive results and diluted the contribution of marijuana to fatal crash risk.

Another important outcome from this study is that the contribution of alcohol to crash risk is much larger than that by other drugs. This finding is consistent with the reports by the DRUID project in Europe (Bernhoft, 2011; Hargutt et al., 2011), as well as by studies using the FARS database in the United States (Romano and Pollini, 2013; Romano and Voas, 2011). This finding, coupled with a recent report indicating that 25% of drivers with positive BACs were also using an illegal drug (Voas et al. 2012), suggests the significance of maintaining the intensity of current impaired-driving programs, which are primarily oriented to apprehending drinking drivers (Compton et al., 2009). They offer the opportunity not only to apprehend the highest risk drivers but also to identify and intervene with a substantial number of drug-using drivers. Furthermore, our finding that the risk of involvement in a fatal crash at a BAC of .05% is significantly higher than that for being positive for drugs other than alcohol emphasizes the soundness of proposals suggesting the need to reduce current BAC driving legal limits from a BAC of .08% to a BAC of .05% (e.g., Fell and Voas, 2006).

Relevant to extant and proposed alcohol policies is our finding of no statistical interaction between drugs and alcohol in determining the crash risk. A finding was based on RR associated with being drug positive being statistically similar for sober (BAC = .00%) drivers and drivers with positive BACs. This finding provides reassurance of the validity of past BAC RR estimates (Blomberg et al., 2009; Borokenstein et al., 1974; Zador et al., 2000). Those estimates were crucial to the passing of current per se laws, and our study shows that they were not affected by the failure to include drug data in their analyses. The much higher crash risk of alcohol compared with that of other drugs suggests that in times of limited resources, efforts to curb drugged driving should not reduce our efforts to pass and implement effective alcohol-related laws and policies.

As briefly illustrated in the preceding paragraph, perhaps the main limitation of this report resides in the intrinsic complexity of the drugged-driving problem and the near impossibility of capturing it fully. Parent drugs and metabolites vary in their impairing effect depending, among other factors, on their concentration, mechanism of consumption, time since consumption, and individual genotypic and phenotypic characteristics. Such complexity is further exacerbated by variations in the drug-test procedures and standards applied by each state in the FARS database. No publicly available documentation provides comprehensive information on how the drug tests are performed or on which drugs are tested by each of the 50 states. Relevant to this discussion is that it also is reasonable to argue that the contribution of drugs other than alcohol to crash risk differs depending on the severity (and therefore type) of crash. Therefore, some of the findings reported in this effort may not be reproduced if examined on nonfatal crashes. These limitations, which have hampered previous research efforts using actual traffic data, are also present in this study. Relying on only those states that have consistently tested 80% or more of their fatally injured drivers allowed us to minimize the variability in drug information in the FARS. The inclusion of “state” as a random variable in our models has permitted us to further control for state-based variations in laboratory results.

Despite these shortcomings, the findings of this study coincide with a growing body of evidence indicating that the contribution of alcohol to crash risk surpasses that of other drugs (Bernhoft, 2011; Hels et al., 2011; Kuypers et al., 2012; Romano and Pollini, 2013; Romano and Voas, 2011). Alcohol was not only found to be an important contributor to fatal crash risk, but also in keeping with prior research, it was associated with fatal crash risk levels significantly higher than those for other drugs.

As noted, this study is the first to use actual traffic data in conjunction with FARS data to estimate the joint contribution of alcohol and other drugs to fatal crash risk in the United States. As such, the findings of this effort are timely and important. By developing information on the relative contribution of alcohol and other drugs to fatal crash risk, this article contributes to the database available to policy makers concerned with the control of drugged driving. One of the most significant pieces of information coming
from this article is perhaps the need for future crash studies to focus on individual drugs (or drug classes) rather than treating all drugs as one. Because of the small percentage of any single drug other than marijuana in the NRS data set, grouping was necessary in this study to provide the power to estimate reliable RRs. However, such a grouping may attribute too much risk to medications necessary for safe driving while clouding the importance of individual drugs with potential serious effects. Thus, the findings of this effort suggest the need to search out larger or more specific databases that would allow us to shift our research focus from a broad treatment of all drugs to more targeted studies.
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