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Abstract  This article provides a review of recent studies of the properties of unsolvated (and partially solvated) peptides and proteins. The methods used to produce vapor-phase peptide and protein ions are described along with some of the techniques used to study them, such as H/D exchange, blackbody infrared radiative dissociation, and ion mobility measurements. Studies of unsolvated peptides and proteins provide information about their intrinsic intramolecular interactions. The topics covered include the role of zwitterions and salt bridges in the vapor phase, Coulomb interactions in multiply charged ions, the unfolding and refolding of vapor-phase proteins, and the stability of unsolvated helices and sheets. Finally, dehydration and rehydration studies of proteins in the vapor phase are described. These can provide exquisitely detailed information about hydration interactions, such as the enthalpy and entropy changes associated with adsorbing individual water molecules.

INTRODUCTION

With the development of electrospray (1) and matrix-assisted laser desorption and ionization (MALDI) (2), it is now possible to place ions of large biological molecules into the vapor phase. The new soft ionization techniques are sufficiently gentle that as the ions are transferred into the vapor phase, there is usually no fragmentation. Even noncovalently bound complexes can be transferred intact (3–6). These technical developments have revolutionized mass spectrometry and had a profound effect on the life sciences. Determining to within a few Daltons the mass of 50- to 100-kDa proteins or DNA fragments, a feat that would have been virtually impossible before these developments, is now routine (7, 8). The analytical applications extend beyond simple molecular-weight determination. A variety of strategies have been developed to obtain sequence information. Some involve chemical or enzymatic processing in solution (9), whereas others employ the fragmentation of gas-phase ions (true vapor-phase sequencing) (10). It seems likely that in the future, mass spectrometry will find applications in screening for genetic predisposition to disease, in monitoring gene expression (11), and in providing genetic fingerprints.
In addition to applications in bioanalytical chemistry, access to biomolecules in the gas phase provides the opportunity to study them in this environment. The advantage of gas-phase studies is that ideas can be developed and tested on simple model systems. This approach has made important contributions to many areas of chemistry. But is it useful for large biomolecules? There are reasons to believe that it is. The connection between the sequence and three-dimensional structure of a protein, and the mechanism of the folding process itself, are not understood despite decades of study. Nature has engineered the native conformations of most globular proteins to be marginally stable under physiological conditions, so that they are easily denatured by changing the temperature or the solution conditions. Both the intramolecular interactions within the protein itself and interactions between the protein and its solvent are important in defining the native conformation of the proteins. These interactions are large (thousands of kilojoules per mole for a small protein), and both change dramatically during the folding process. But their effects largely cancel out, and under physiological conditions the folding free energy is tens of kilojoules per mole. In solution, folding is effectively driven by the small difference between two large numbers (12, 13). This is why understanding protein structure and folding are such difficult problems, and why they remain unsolved despite decades of solution studies.

By removing a peptide or protein to the vapor phase, it is possible to separate its hydration interactions and intramolecular interactions and examine them independently. For example, studies of secondary structure formation in dehydrated (and partially dehydrated) peptides should provide new insight into the intramolecular (and solvent) interactions that stabilize helices and sheets. In the vapor phase, hydration interactions can be studied essentially one water molecule at a time. $\Delta H^\circ$ and $\Delta S^\circ$ of hydration can be measured as a function of the number of adsorbed water molecules, and the effects of the adsorbed water on the conformation of the protein can be examined. The use of computer simulations to study biological molecules has been expanding rapidly (14, 15). Because so many atoms are involved, these simulations almost always employ simple empirical force fields for both the intramolecular and the hydration interactions. It is not surprising that the accuracy of the potential energy functions have been questioned (16). The results of studies of unsolvated and partially solvated peptides and proteins should prove useful in refining and testing these theoretical models.

MALDI AND ELECTROSPRAY

If a biological sample is heated, it decomposes before it vaporizes, and no molecular ions are observed (except possibly some very small ones). One way around this problem is to deliver the energy to the system very quickly, so that large molecular ions desorb before they are cooked. Sputtering-based methods such as fast atom bombardment (17), $^{255}$Cf plasma desorption (18), and pulsed-laser desorption (19) are all realizations of this approach. Systematic studies of pulsed-laser desorption have shown that the best results are obtained with lasers in the far-ultraviolet,
where resonant absorption occurs. These studies revealed an upper limit of around 1000 Da for biopolymers, which presumably results from photodissociation. The breakthrough to higher masses came with the realization that dissociation could be circumvented with a matrix. The analyte is diluted (at around 1 part in 100–50,000) in a solid or liquid matrix that strongly adsorbs the laser light (2). Matrices are usually large organic acids such as 2,5-dihydroxybenzoic acid. The matrix disperses the analyte, preventing oligomer formation, and enhances ionization of the analyte through proton transfer from photoexcited matrix molecules. One of the strengths of MALDI is that the resulting ions are predominantly singly charged. However, the signal intensity decreases with increasing mass, presumably because it is still difficult to get large molecules airborne even with the matrix. The signal depends on the morphology of the sample being irradiated. Efforts to avoid the use of an organic matrix include excitation under surface plasmon resonance conditions (20) and the use of porous silicon as a substrate (21).

In electrospray (1), a solution of the biomolecule is effused through a small capillary held at several kilovolts relative to an electrode a few centimeters away. The high electric field at the end of the capillary pulls the solution into a Taylor cone. If the field is strong enough to overcome surface tension, the cone is drawn to a filament that generates small charged droplets. It has been suggested (22) that free molecular ions are formed by a series of droplet fissions caused by solvent evaporation (as a charged droplet shrinks, it eventually reaches the Rayleigh limit, where the electrostatic forces overcome the surface tension holding the droplet together and it breaks apart). Another view is that the ions evaporate directly from small, highly charged droplets under the influence of Coulomb repulsion (23). The relative importance of these two processes remains a topic of research and discussion. Ion production continues as the electrosprayed droplets are transferred from ambient pressure to the high vacuum conditions normally associated with mass spectrometers. The interface typically consists of a short, heated capillary tube followed by a differentially pumped skimmer. The capillary tube is heated to promote dehydration. In “normal” electrospray, a metal capillary tube is used as the emitter, and the solution is delivered by a syringe pump at 3–20 μl/min. Higher sensitivity and stability are obtained with “microelectrospray,” which employs flow rates of ~500 nl/min and a narrow-bore (50 μm), fused silica capillary as the emitter (24). “Nanospray,” with an electroosmotic flow of ~50 nl/min and an emitter with an orifice diameter of 1–2 μm, requires very small samples (25).

SOME PROPERTIES OF ELECTROSPRAYED IONS

Unlike MALDI, which generates mainly singly charged ions, electrospray tends to produce ions with mass-to-charge ratios of around 500–2500 Da. This means that the ions of even small proteins such as bovine pancreatic trypsin inhibitor (BPTI) (58 residues, 6511.6 Da) and bovine cytochrome c (104 residues, 12229.1 Da) are multiply charged. A distribution of positive charge states ranging from +4 to
+7 is observed for BPTI. The charge results from the addition of protons to basic sites to yield \([M + nH]^n+\). The main positive ion observed for BPTI under most conditions is +6. Negative ions (resulting from deprotonation of acidic residues) can be obtained by reversing the polarity of the high voltage on the emitter.

The formation of multiply charged ions is an advantage because the mass-to-charge ratio of large ions falls within the normal range of a quadrupole mass spectrometer. However, ions with masses of hundreds of kilodaltons, which can be produced by electrospray (26), have hundreds of charges and a broad distribution of charge states. This spreads the signal over many peaks, reducing the signal-to-noise ratio, and makes mixture analysis difficult. Schemes have been developed to reduce the charge down to singly charged ions (27, 28). There is no upper limit to the mass of an ion that can be produced by electrospray. Individual coliphage T4 DNA ions with masses around \(10^8\) Da and with around 30,000 charges have been observed using Fourier transform ion cyclotron resonance (FTICR) (29).

Solution conditions can affect the charge-state distribution observed for protein ions (30). The charge-state distribution measured for bovine cytochrome c with an unacidified aqueous solution (pH = 5.2) peaks around +10, the distribution recorded at pH = 3.0 is bimodal with maxima at +8 and +16, and at pH = 2.6 there is a single distribution centered around +16. These changes have been attributed to changes in the solution-phase conformation. Bovine cytochrome c is in a folded conformation in an unacidified aqueous solution, whereas it is denatured (unfolded) in a highly acidic solution. The increase in the number of charges that occurs when cytochrome c unfolds has been attributed to the unfolded protein exposing more basic sites for protonation. Such dramatic changes in the charge-state distribution are not observed with BPTI, which has three disulfide bonds that prevent it from adopting a fully unfolded conformation. It has often been suggested that there is a rough correlation between the charge on electrosprayed ions and the overall charge in solution. However, recent studies of protein-charge ladders show no correlation (31).

Partial acetylation of the primary amine groups (N terminus and lysine side chains) was used to prepare a series of proteins with different overall charge in solution. Electrospray mass spectra of the series were not significantly different. It is often possible to account for the maximum charge state of electrosprayed ions by considering proton transfer to the solvent (32, 33). As the charge increases, Coulomb repulsion within the \([M + nH]^n+\) ion increases, and it becomes more acidic. Ultimately, the acidity increases to the point where the ion can transfer a proton to a solvent molecule, and then higher charge states are not observed.

### METHODS FOR STUDYING VAPOR-PHASE PEPTIDES AND PROTEINS

Relatively few techniques can be used to obtain structural information for large ions in the vapor phase. Those that can be include chemical methods like H/D exchange; dissociation studies, from which some structural information has been
deduced; and methods based on measurements of size, such as ion mobility. FTICR (34, 35) is a versatile technique that has been used in many chemical reactivity and dissociation studies of vapor-phase peptides and proteins. In FTICR, the ions are trapped under high vacuum conditions (<10−8 torr) in an ICR cell (a box consisting of three pairs of metal plates) by a combination of electric and magnetic fields. A strong magnetic field in the z-directions constrains the ions to undergo cyclotron motion in the xy plane while voltages on the trapping plates along the z direction prevent the ions from escaping. The mass is determined from the cyclotron frequency. The ions are coherently excited by a radio frequency signal applied to the pair of plates along the x direction, and the decay of the image current is observed on the pair of plates along the y direction. FTICR provides high mass resolution and high mass accuracy. The equivalent of unit mass resolution has been achieved for a 112-kDa protein (8). Coupling an external electrospray source to an FTICR instrument is a challenge because of the magnetic mirror effect that occurs as ions are transferred into a region of high magnetic field (36). An assortment of ion guides and electrostatic lenses have been devised to overcome this problem (37, 38). While stored in the ICR cell, the ions can be exposed to a variety of reagents, low-energy collisions, or light of various wavelengths. Only a low pressure of a reagent or a collision gas can be employed; however, this is more than compensated for by trapping times of up to ∼1 h.

In the low-pressure environment of an FTICR cell, internal equilibrium is attained primarily through adsorption and emission of infrared photons. Weakly bound ions may be driven to dissociate by the radiation field (39, 40). Large ions equilibrate with the radiation field faster than they dissociate (this is equivalent to the high pressure limit for unimolecular reactions) (41), and thus Arrhenius activation energies can be determined from measurements of dissociation rates as a function of the temperature of the ICR cell (up to ∼200°C). This approach, which is now called blackbody infrared radiative dissociation (BIRD) (41), has been used to determine activation energies in the range of 50–150 kJ mol−1.

As an alternative to the more “chemical” methods of deducing structural information, several groups have employed physical methods based on determining the size or collision cross section. An unusual example of this approach is provided by the work of a group at Uppsala University (42–44). They used atomic force microscopy and scanning tunneling microscopy to examine the defects generated by the high-energy impact of multiply charged protein ions on graphite. Low charge states of myoglobin produced by electrospraying an unacidified solution gave nearly circular defects, whereas the defects generated by the higher charge states of apomyoglobin (from an acidified solution) were elongated, and became more elongated as the charge increased. Ion beam scattering has been used to measure the collision cross sections of protein ions (45–48). The cross sections of cytochrome c ions increase with increasing charge (45). For intermediate charge states, the cross sections depended on the nature of the electrosprayed solution, which indicates that the ions retain a memory of their solution-phase structure (45).
Ion mobility measurements provide a more accurate method for determining collision cross sections. The mobility is a measure of how rapidly an ion moves through a buffer gas under the influence of a weak electric field, and it depends on the ion’s average collision cross section with the buffer gas. The measurements are performed in a drift tube, which contains the buffer gas (which is usually several Torr of helium) and has a uniform electric field along its length. The minimum experimental configuration consists of a source and drift tube, followed by a quadrupole mass spectrometer and detector. A packet of ions is injected into the drift tube, and the different conformations separate as they travel through it. At the other side of the drift tube, some of the ions exit, and they are mass analyzed and detected. Drift-time distributions are obtained by measuring the ions’ arrival time distribution at the detector. The separation, or resolving power, depends on the voltage drop across the drift tube (49). High-resolution ion mobility measurements, incorporating drift voltages of up to 14 kV, have been described (50, 51).

The use of a transport property to deduce structural information in the gas phase dates back to 1925 (52, 53), when diffusion constants were used to probe the structures of simple molecules such as anthracene. In the 1970s and 1980s, several groups demonstrated that ion mobilities could be used to resolve structural isomers of gas-phase ions (54, 55). But it was the work that used mobilities to examine the structures of carbon cluster ions (56) that sparked the recent interest in this approach. Deducing structural information from mobilities (or diffusion constants) requires calculation of the average collision cross sections for trial geometries for comparison with the experiment results. A variety of schemes have been developed, ranging from a simple projection approximation (which uses the geometric cross section) (52, 57) to methods based on trajectory calculations (58). The projection approximation underestimates the cross sections for large ions because it does not treat the scattering process properly (59). Mobility measurements can be performed as a function of drift-tube temperature to study conformational changes. Conformational changes (or dissociation processes) can also be driven by raising the injection energy so that the ions are collisionally heated as they enter the drift tube (60). Reactions such as water adsorption and H/D exchange can be studied by adding reagents to the buffer gas in the drift tube. There is also considerable interest in developing the separations capabilities of ion mobilities, which may have applications in analyzing protein digests and peptide libraries (61, 62).

SELF-SOLVATION, ZWITTERIONS, AND SALT BRIDGES

The gas-phase basicity (GB) and proton affinity are defined as $-\Delta G$ and $-\Delta H$ for the reaction $[\text{M} + \text{H}]^+ \rightleftharpoons \text{MH}^+$. GBs have been measured for individual amino acids and a variety of small peptides (63, 64). Three amino acids (arginine, lysine, and histidine) have basic side chains that are often protonated in vapor-phase
peptides and proteins. For lysine and histidine, the high GBs are partly due to strong intramolecular interactions, whereas arginine has the very basic guanidine group. Some other amino acids (glutamine, proline, and tryptophan, for example) have slightly basic side chains that may be protonated in the gas phase. The N terminus and backbone amide groups may also be protonated. Quantum chemical calculations indicate that protonation at the amide CO group is preferred to protonation at the NH (65). The GBs of peptides usually increase with increasing chain length. This results from “self-solvation,” where the protonated group interacts with other electronegative groups; hydrogen bonds between the protonated group and backbone carbonyl groups are thought to be the most important interaction (66-69). Similar self-solvation interactions are expected in unsolvated protein ions. In solution, the basic groups (which tend to be on the surface of proteins) extend out into the solvent when protonated, whereas in the gas phase they are expected to fold back and self-solvate.

Electrostatic interactions are the main long-range interaction in biomolecules, and they play a major role in defining the structure and properties. Electrostatic interactions are stronger in the vapor phase than in solution because they are not attenuated by the solvent. Water has a dielectric constant of 78 and it effectively solvates and stabilizes charge. Zwitterions, for example, are much less prevalent in the vapor phase than in solution. In aqueous solution, amino acids exist predominantly as zwitterions (NH$_3^+$-CHR-COO$^-$) instead of the neutral form (NH$_2$-CHR-COOH). It was established some time ago that the neutral form of glycine is preferred in the vapor phase (70, 71). Calculations suggest that as few as two water molecules may be enough to stabilize zwitterionic glycine (72); however, this interesting result has not been confirmed experimentally. Spectroscopic studies of jet-cooled tryptophan have been interpreted as indicating that it forms a zwitterion in an electronically excited state (73). Amino acids with acidic or basic side chains are more likely than glycine to form ground-state zwitterions in the vapor phase (74). However, even the very basic arginine appears to favor the neutral form in the gas phase (75). For a protein in aqueous solution at pH $\sim$ 7, acidic side chains are usually deprotonated and basic ones protonated. For hen egg white lysozyme, for example, all 17 arginines and lysines are protonated and all 10 carboxylic acids are deprotonated, giving a net charge of $+7$. In the gas phase, where ions are not solvated by water, the neutral state is preferred, except for residues that must be protonated (or deprotonated) to account for the overall charge.

A salt bridge (a charged group arrangement of $+\ldots +$ or $-\ldots -$) is another common type of electrostatic interaction. There is mounting evidence that salt bridges are important for unsolvated proteins and peptides. BIRD studies (76) suggest that the lowest energy form of bradykinin (Arg-Pro-Pro-Gly-Phe-Ser-Pro-Phe-Arg) [M + H]$^+$ has a salt bridge where both arginine side chains are protonated and interact with the deprotonated C terminus carboxyl group. Activation energies were measured for the dissociation of a variety of bradykinin analogs. Of particular note, methylation of the C terminus carboxylic acid (which blocks salt bridge formation) decreases the activation energy for dissociation from 1.3 eV to
0.6 eV. A similar approach has been used to argue that a salt bridge occurs in the proton-bound dimer of arginine (74). Here both guanidine groups are protonated and one of the carboxyl groups is deprotonated. The charged arginine effectively stabilizes a zwitterion in the uncharged one. Salt bridges have also been invoked as intermediates in H/D exchange (77) and in the fragmentation of sodiated peptides (78). Sodiated peptides undergo selective cleavage at aspartic acid residues when collisionally excited. This was rationalized by a mechanism where the sodium ion stabilizes the ion pair formed by proton transfer from the aspartic acid to the adjacent amide nitrogen. Ion mobility measurements and theoretical studies using quantum chemical methods and density functional theory indicate that neither protonated (Gly\textsubscript{H}^+) nor sodiated (Gly\textsubscript{n}Na\textsuperscript{+}) (n ≤ 7) polyglycines adopt salt-bridge structures (79).

In multiply charged protein ions, Coulomb interactions between the charges become important and can strongly influence the properties, including the fragmentation (80), proton transfer reactions (81), and conformations (45). Because of their long range, Coulomb interactions often lead to the formation of a reverse activation barrier to processes involving charge separation. The barrier results because as the charges are brought together, the Coulomb energy becomes substantial before it can be overcome by shorter-range attractive interactions. In some cases this can lead to a metastable bound state lying above the energy of the fragments (82).

PROTON TRANSFER REACTIONS AND APPARENT GAS-PHASE BASICITIES

The GB of a multiply charged ion is defined by \(-\Delta G\) for the reaction

\[
[M + (n - 1)H]^{(n-1)+} + H^+ \rightleftharpoons [M + nH]^{n+}. \tag{1}
\]

For proton transfer from a multiply charged ion,

\[
[M + nH]^{n+} + B \rightarrow [M + (n - 1)H]^{(n-1)+} + BH^+, \tag{2}
\]

there is a reverse activation barrier in the exit channel (due to Coulomb interactions), and the reaction may not occur even if it is thermodynamically allowed. Because of the reverse activation barrier, bracketing studies (where one tries to deduce the GB of [M + (n - 1)H]\textsuperscript{(n-1)+} by examining the proton transfer reactivity of [M + nH]\textsuperscript{n+} with known bases) yield an apparent GB (GB\textsuperscript{app}) that is larger than the true value (a stronger base is needed to remove a proton from [M + nH]\textsuperscript{n+} than would be required in the absence of the barrier). However, the Coulomb energy within the [M + nH]\textsuperscript{n+} ion increases with increasing charge. The increased Coulomb energy makes the ion more acidic, and the GB\textsuperscript{app} decreases with increasing charge, despite the activation barrier. Although the terms GB and GB\textsuperscript{app} are...
widely used in the present context, what is really measured in these experiments is the apparent gas phase acidity (GA) of the \((M + nH)^{n+}\) ion. The GA is \(\Delta G\) for the reaction

\[
(M + nH)^{n+} \rightleftharpoons [M + (n - 1)H]^{(n-1)+} + H^+.
\]

Note that \(\text{GA}([M + nH]^{n+}) = \text{GB}([M + (n - 1)H]^{(n-1)+}).\) \(\text{GB}^{\text{app}}\)s (or more correctly \(\text{GA}^{\text{app}}\)s) have been determined for a variety of multiply charged peptide and protein ions. Kinetic studies of the proton transfer reactions of the \([M + 12H]^{12+}\) ion of ubiquitin (a small protein with 76 residues) revealed two populations that react at significantly different rates (83). These two populations were attributed to different conformations of the \([M + 12H]^{12+}\) ion. Valentine et al (84) have performed combined ion mobility/proton transfer studies of ubiquitin. They found that the proton transfer reactivity was ordered as compact conformations > partially folded > elongated, as would be expected from consideration of the Coulomb energies (84).

Williams and collaborators (85–88) have suggested that the difference between the \(\text{GB}^{\text{app}}\) and the intrinsic basicity of the site that is protonated (the \(\text{GB}\) of that site in the absence of the other charges) can be related to the Coulomb energy of a multiply charged ion. Thus, the Coulomb energy is written as

\[
\sum_{ij} \frac{q_i q_j}{4\pi \epsilon_0 \epsilon \epsilon_{ij} \epsilon_{ij}} \approx \text{GB}^{\text{intrinsic}} - \text{GB}^{\text{app}} + T \Delta S,
\]

where \(\Delta S\) is the difference in \(\Delta S\) for protonating the neutral protein and the protein with \(n - 1\) charges. For the \([M + 2H]^{2+}\) ion of gramicidin S (a cyclic decapeptide), the measured \(\text{GB}^{\text{app}}\) and \(\text{GB}^{\text{intrinsic}}\) were used along with a value for \(r_{ij}\) derived from molecular dynamics (MD) simulations to estimate a value of 1.2 for the dielectric constant \(\epsilon\). Using a similar approach, a dielectric constant of 1.01 \pm 0.07 was found for a series of doubly protonated 1,n-diaminoalkanes \((n = 7–10, 12)\). However, this analysis has been questioned (89). The right hand side of Equation 4 ignores the reverse activation barrier in the exit channel of Equation 2, and consequently it underestimates the Coulomb energy. Taking the barrier into account leads to \(\epsilon < 1.0\). Gronert (90) has shown that \(\epsilon < 1.0\) can result from the point charge approximation (used in Equation 4). This neglects delocalization and overestimates the charge separation (90). However, there is also a problem with bracketing \(\text{GB}^{\text{app}}\), which depends on determining whether or not proton transfer occurs. For multiply charged ions, the transition between reactive and unreactive bases is not sharp, making the choice of the threshold and the assigned \(\text{GB}^{\text{app}}\) somewhat arbitrary (89, 91).

For a protein with \(N\) protonation sites, \(n\) of which are protonated, there are \(N!/[n!(N-n)!]\) different ways of protonating the sites. For even a small protein like cytochrome \(c\), the number of different charge permutations is enormous and it is not easy to determine which sites are protonated. This issue was first considered by Schnier et al (87), who estimated the energy of the different charge permutations...
where the first term results from Coulomb interactions between the protonated sites and the second term is the sum of the intrinsic GBs of the sites that are protonated. A more sophisticated approach that evaluates self-solvation and charge dipole interactions for each site has been described (92). But both schemes ignore the conformational changes that occur in response to the protonation of a particular set of sites, and so they overestimate Coulomb repulsion. Mao and coworkers (93) have used the preceding scheme to identify low-energy-charge permutations, which were then relaxed to allow conformational changes.

GB app s measured for cytochrome c [M + 3H]^{3+} to [M + 15H]^{15+} have been analyzed using Equations 4 and 5 and, assuming a fully denatured (linear) structure, yield a value of \( \epsilon_r = 2.0 \pm 0.2 \) (87). There is considerable interest in knowing the dielectric constant within proteins (94–96). However, the value found here may not be as reliable as indicated. Ion mobility measurements for cytochrome c have subsequently shown that the low charge states (+6 and below) are almost as compact as the native conformation (97). GB app s measured for hen egg white lysozyme (98) and a dielectric constant of 2.0 have been used to deduce information about the conformations of disulfide-intact (DI) and disulfide-reduced (DR) lysozyme ions in the vapor phase (lysozyme has four disulphide bonds). The GB app s determined in these studies are plotted in Figure 1. GB app s were calculated for X-ray crystal structure coordinates and for a fully denatured one-dimensional string. The measured GB app of the high charge states (+11 to +15) of DR lysozyme fit those calculated for the fully denatured form, whereas the low charge states of both the DR and DI are closer to those calculated for the crystal structure. Below +8, both forms have similar proton transfer reactivities. This was interpreted as indicating that the DR ions (which were denatured in solution) refold in the vapor phase. The main conclusions of this study are supported by ion mobility measurements (see below) (99).

Coulomb interactions also have a strong influence on the dissociation energies and fragmentation patterns of multiply charged ions. A reverse activation barrier (due to Coulomb interactions) develops in the exit channel as the charge increases, but highly charged ions are still expected to dissociate more readily than those with fewer charges (80). A simple “charges on a string” model was used to investigate the Coulomb effects on the dissociation of highly charged ions (80). The model predicts that as the charge increases, the rate of dissociation at sites toward the center of the string increases relative to those toward the ends (80). Measured product distributions are a strong function of the charge state, and in some cases charge state–specific fragmentation processes have been found (100). The dissociation of gas-phase protein ions has received a considerable amount of attention because it can be used to provide sequence information. A number of methods
Figure 1  GB$^{pp}$ of [M + (n − 1)H]$^{(n−1)+}$ (measured by proton transfer from [M + nH]$^{n+}$) for disulphide-intact (filled circles) and disulphide-reduced (open circles) hen egg white lysozyme as a function of charge state. Calculated GB$^{pp}$, modeled using X-ray crystal structure coordinates (solid line) and as a fully denatured one-dimensional string (dashed line), are shown for comparison. (Adapted from Reference 98.)

have been described, including collision-induced dissociation with a buffer gas, photodissociation, surface-induced dissociation, thermally activated dissociation, and electron capture dissociation (101–108). Most methods yield mainly b and y fragments (R-CO and NH-CHR) from cleaving the amide bond, although electron capture dissociation produces mainly c and z fragments (RC(OH)=NH and CHR). In general, dissociation occurs at sites adjacent to acidic or basic residues. Some preferred fragmentation points have been identified: the C-terminal side of aspartic acid (109); the N-terminal side of prolines, particularly those with adjacent acidic residues (110); and at a lysine at the N-terminal side of a histidine. Several studies support the prediction that increasing the charge lowers the dissociation energy of multiply charged ions (102, 104, 111). However, for the fragmentation of the +5 to +11 charge states of ubiquitin, Arrhenius activation energies (from BIRD studies) appear to increase with increasing charge (105). A curious feature of these results is the strong correlation between the Arrhenius activation energy and the preexponential factor (see Table 1). Ion mobility measurements for
ubiquitin show multiple conformations for the +5 to +8 charge states and a transition from compact to elongated geometries ongoing from the +5 to +11 charge state (84). It is not clear how the presence of several conformations affects the BIRD results, but the unfolding transition may explain why the dissociation energies do not decrease with increasing charge.

**H/D EXCHANGE IN THE VAPOR PHASE**

In solution, H/D exchange has been widely used to deduce structural information, and more recently it has been used to probe protein folding (112, 113). Several groups have employed H/D exchange to examine proteins in the gas phase (83, 114–120). As in solution, it is assumed that hydrogens buried in the core of a folded protein exchange much less readily than do those on the surface. McLafferty and coworkers have reported several H/D exchange studies of protonated cytochrome c using FT-ICR (115, 116, 118). The ions are trapped for long times while exposed to a small partial pressure of D2O, and then the number of labile hydrogens is obtained from the mass spectrum. Figure 2 shows the number of protein H atoms exchanged (from the total exchanged minus the number of charges) for (M + 6H)6+ to [M + 19H]19+. Eight exchange levels were found for some charge states, ranging from ~56 to ~134. Equine cytochrome c has 198 exchangeable hydrogens, 144 of which are exchanged in 20 min by the native conformation in a neutral solution. The systematic decrease in the exchange level as the charge increases (see Figure 2) was attributed to the self-solvation shell around each charge, protecting sites that would otherwise undergo exchange. Transitions between some of the exchange levels (presumably unfolding and refolding) were induced by infrared laser heating, by collisional heating and cooling, or by reducing the number of charges. The
Figure 2  Plot of the number of protein H atoms [excluding the protons added by electro-spray (ES)] that are exchanged by $10^{-7}$ torr of D$_2$O in 30 min for ions formed by ES (closed circles), infrared (IR) laser heating (open circles), charge stripping (closed triangles), and quadrupolar axialization with N$_2$ followed by ion cooling (open triangles). (Adapted from Reference 118.)

observation of many exchange levels for the +7 and +8 charge states is consistent with ion mobility studies where five conformers were resolved for these ions (97). However, for the higher charge states (> +9), only a single peak was observed in the ion mobility measurements, and the cross sections increase with increasing charge while the exchange levels decrease. It appears that in the vapor phase, more extended structures do not necessarily result in more extensive H/D exchange.

Valentine & Clemmer have used drift-tube methods to study H/D exchange in different cytochrome c conformations (117). The injection energy into the drift tube was adjusted to prepare conformations with different cross sections. Only two exchange levels were found: 45–48 for folded conformations with cross sections of 1260–1510 Å$^2$, and 60–65 for unfolded ones with cross sections of 2130–2770 Å$^2$. The difference between the exchange levels found here and in the FT-ICR experiments may be related to the different timescales. Although the ions in both
experiments experience roughly the same number of collisions with D$_2$O. FTICR has a much longer timescale than the drift-tube experiments. The cytochrome c ions may undergo slow conformational changes, which expose more labile hydrogens in the longer FTICR experiments.

H/D exchange has been studied in amino acids and small peptides (77, 121–123). The results suggest that the interpretation of gas-phase H/D exchange data for even simple systems is not straightforward. For example, Gly$_n$H$^+$ with $n = 2$ exchanges all labile hydrogens with D$_2$O, whereas $n = 1$ and $n > 3$ do not undergo facile exchange. On the other hand, Gly$_n$H$^+$, where $n = 1$–5, exchanges all labile hydrogens with ND$_3$ (77). H/D exchange in small monofunctional compounds is known to proceed efficiently when the difference between the GBs of the reagent and deprotonated analyte molecule is small. The drop in exchange reactivity with D$_2$O for $n > 3$ was attributed to the substantial difference between the GBs of the larger Gly$_n$ peptides and D$_2$O (ND$_3$ has a larger GB and so the difference is smaller). A number of exchange mechanisms were considered. Of particular note is the relay mechanism proposed for exchange with D$_2$O (77). Because D$_2$O is not very basic, mechanisms involving simple H-bond formation or salt-bridge intermediates are unfavorable. The relay mechanism requires two basic sites with similar GBs to be in close proximity. The more basic site should be protonated. H$^+$ and D$^+$ are shuttled between the sites via the water molecule to effect the exchange. Wyttenbach & Bowers (124) have used the relay mechanism to model H/D exchange between bradykinin [M + H]$^+$ and D$_2$O. Bradykinin [M + H]$^+$ was assumed to have the salt-bridge structure described above. Their model considered surface accessibility of the protonated arginines and the backbone amide groups and the distance between them. Good agreement with experiment was achieved by averaging over an ensemble of low-energy conformations. In more recent FT-ICR studies, bradykinin [M + H]$^+$ was found to undergo much less exchange than had previously been found (<0.5 D were incorporated after exposure to D$_2$O at $10^{-5}$ torr for 1 h) (125). The exchange observed in previous studies was attributed to collisional heating of the ions. Campbell et al (77) have indicated that the relay mechanism should be disfavored in peptides containing basic residues like arginine because of the disparity in functional group basicities (in this case arginine and the backbone amide groups). This may partly account for the low exchange rates found for bradykinin [M + H]$^+$ in the more recent studies. Note that the [M + H]$^+$ ion of O-methylbradykinin (which cannot form a salt-bridge structure and has only one of the arginines protonated) very rapidly exchanges all 17 labile hydrogens, whereas the O-methylbradykinin [M + 2H]$^{2+}$ ion (with both arginines protonated) exchanges none. Freitas & Marshall concluded that these results support the salt-bridge structure for bradykinin [M + H]$^+$ (125). Little work has been done with chemical probes other than H/D exchange. Stephenson et al (126) have found that the kinetics of HI attachment differ significantly for native and DR BPTI. HI is expected to attach to (unprotonated) basic sites, and this chemistry may provide a complimentary structural probe to H/D exchange (126).
ION MOBILITY STUDIES OF PROTEIN UNFOLDING AND REFOLDING

Ion-mobility measurements have been performed for a variety of proteins, including BPTI (51, 97), cytochrome c (51, 93, 97, 127), apomyoglobin (128), lysozyme (99), and ubiquitin (84). The conformations present depend on the charge state and the conditions employed. Cross sections for the resolved conformations of cytochrome c are plotted against charge in Figure 3. The low charge states have collision cross sections close to the value calculated for the crystal structure coordinates, whereas the high charge states have cross sections close to that expected for an extended string. The unfolding transition that occurs between the +5 and +10 charge states is driven by Coulomb repulsion, and it is somewhat analogous to acid-induced denaturation in solution. Conformational changes can be induced by collisional heating as the ions enter the drift tube (60). At low injection energies the +7 and +8 charge states remain folded, but when the injection energy is raised they unfold. Conformational changes can also be induced by changing the temperature of the drift tube: Raising the drift-tube temperature to 300°C causes
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**Figure 3** Plot of the cross sections of the main features resolved in the drift time distributions of the +3 to +20 charge states of bovine cytochrome c. Cross sections are shown for features observed on an injected ion drift tube apparatus at high injection energies (**closed circles**) and for metastable conformations observed at lower injection energies (**open circles**). Features observed on a high-resolution apparatus (with no injection energy) are also shown. Here the cross sections depend on the electrosprayed solution. Results are shown for an unacidified aqueous solution (**open triangles**) and for an acidified solution (**open diamond**). **(Dashed lines)** The cross sections calculated for the crystal structure coordinates and for a fully extended string.
a slight increase in the cross section measured for the +5, but the +7 undergoes a series of unfolding transitions (93). In the absence of collisional heating, the room-temperature drift-time distributions for the +7 to +10 depend on the nature of the electrosprayed solution. Ions produced from an unacidified aqueous solution (native), 1:1 water and methanol (methanol denatured), and acidified solutions (acid denatured) can be distinguished (51). The low charge states of cytochrome c (<6+) are not made directly by electrospray. The +3 to +5, for which cross sections are shown in Figure 3, were obtained from higher charge states by proton transfer to bases added to the desolvation region. These ions have compact folded conformations even when they are produced from unfolded, high charge states generated by electrospraying an acidified solution. This indicates that the protein ions refold in the vapor phase. In some cases, for example apomyoglobin (M + 6H)6+, there is an activation barrier (presumably a Coulomb barrier) to refolding, and refolding only occurs after the ions are collisionally heated (129).

Lysozyme is slightly larger than cytochrome c (129 versus 104 residues), and it has four disulphide bonds whereas cytochrome c has none. Cross sections determined for the main features observed in the drift-time distributions of DI and DR hen egg white lysozyme are shown in Figure 4 (99). Electrospray of DI lysozyme yields C8 to C11, whereas +10 to +18 are formed for DR. Lower charge states were produced by proton transfer reactions. Only unfolded conformers (at >2400 Å²) are present for the +10 to +18 DR ions formed by electrospray. Folded (at ~1300 Å²) and partially unfolded conformations are present for DI lysozyme. Obviously, the disulphide bonds prevent the DI ions from unfolding all the way. The lower charge states of DR lysozyme produced by proton transfer from the unfolded, higher charge states have cross sections that indicate they have refolded or partially refolded.

Results have been reported for MD simulations of the unfolding and refolding of lysozyme ions in the gas phase (129–132). Unfolding was studied by a repulsive centrifugal potential and by Coulomb forces due to multiple protonation. To effect denaturation, a higher charge was required in the simulations than appears necessary in the experiments. Unfolding and refolding trajectories of (neutral) lysozyme were analyzed by plotting them on a map of anisotropy against entanglement (132). It was argued that the refolding trajectories were not random because they involved a simultaneous decrease in the anisotropy and an increase in the entanglement. Figure 5 shows an example of one of the refolding trajectories. This trajectory becomes trapped in a local minimum, with the anisotropy and entanglement some distance from simulations started from the crystal structure (marked by IVNS in Figure 5). Mao and coworkers (133) have performed MD simulations of the unfolding and refolding of cytochrome c. These simulations reproduced the threshold for charge-induced unfolding observed in ion-mobility studies, but they underestimate the degree of unfolding for the intermediate charge states. Representative conformations from the MD simulations for the +9 and +19 are shown in Figure 6. The +9 remains folded, whereas the +19 almost completely unfolds. Calculated cross sections for these conformations are close
Figure 4  Plot of the cross sections of the main features resolved in the drift time distributions of disulphide-intact (DI) and disulphide-reduced (DR) lysozyme. Cross sections obtained at high (filled circles) and low (open circles) injection energies are shown for DI. For DR, cross sections are shown for $+10$ to $+18$ ions derived directly from electrospray (open triangles) and for lower charge states generated by proton transfer reactions from the higher charge states (open diamond). (Adapted from Reference 99.)

to the measured cross sections. Refolding was examined by removing protons from unfolded $[M + 19H]^{19+}$ ions. The $[M + 9H]^{9+}$ ions generated by removing 10 protons were much less compact than the $+9$ conformations generated by starting the simulations from the crystal structure (see Figure 6). However, the energies of the folded and partially refolded $+9$ conformations are similar. This shows how flat the energy landscape is for the intermediate charge states. The flattening of the energy landscape by electrostatic interactions has been used to explain why, as the temperature is raised, the $+7$ charge state unfolds while the $+5$ remains folded (93). Removing another six charges from the $[M + 9H]^{9+}$ ions to give $[M + 3H]^{3+}$ ions results in further collapse (see Figure 6), but the final geometries were substantially less compact, and significantly higher in energy, than the $+3$ charge states started from the crystal structure (which have similar conformations to the folded $+9$ in Figure 6). Similar nonspecific collapse has been found by Alonso & Daggett in MD simulations of ubiquitin refolding in solution (134).

SECONDARY STRUCTURE IN UNSOLVATED PEPTIDES

A large fraction of the amino acids in proteins are in $\alpha$-helices or $\beta$-sheets, and thus there is great interest in the factors that are responsible for the stabilities of these secondary structure units. There have been many studies of helix formation in
solution, and they have provided some insight into the factors responsible for helix stability (135). A thermodynamic scale of the helix propensities of the different amino acids has been established. β-Sheets are much less well understood. A β-hairpin, consisting of a turn and a short length of anti-parallel sheet, can be viewed as a model fragment of a β-sheet. The first β-hairpin that is stable as a monomer in solution has only recently been discovered (136).

Studies of α-helix and β-sheet formation in unsolvated peptides should provide a deeper insight into the role of the solvent and intramolecular interactions in stabilizing secondary structure. Kaltashov & Fenestlau (137) have used mass-analyzed ion kinetic energy spectrometry to examine the conformation of melittin, a 26-residue peptide that is helical in solution. The structure of the [M + 3H]$^{3+}$ ion was probed by measuring the kinetic energy released in its metastable dissociation (unimolecular fragmentation on a microsecond timescale). It was assumed that the kinetic energy release was related to the Coulomb repulsion between the charges, and that it could be used to provide a measure of the inter-charge distance. By comparison with the inter-charge distances determined from MD simulations,
Figure 6  Representative conformations from the molecular dynamics simulations of cytochrome c ions in vacuo; (Left) The folded +9 and unfolded +19 are from simulations started from the crystal structure. (Dots) The location of the charges. The partially refolded +9 conformations were produced by removing 10 protons from the unfolded +19. They are more compact than the +19 and are much less compact than the folded +9 prepared from the crystal structure, although the partially refolded and folded +9 have similar energies. The +3 conformations were prepared by removing an additional six protons from the +9. These are less compact than the folded +3 generated from the crystal structure and are significantly higher in energy.

it was concluded that melittin probably retains its helical conformation in the gas phase. Although ingenious, there are several concerns with this approach. First, fragmentation on a microsecond timescale probably involves temperatures that are above those usually associated with the stability of secondary structure. Second, the measurements probe the kinetic energy release as the products separate from the transition state, and the transition state may have a structure that is different from that of the stable conformation. The same approach has been used to examine \( \beta \)-sheet formation in the gas phase (138). It was concluded that a 12-residue de novo design \( \beta \)-hairpin (139) and the 33-residue \( \beta \)pep-4 peptide (140), which forms a three-strand \( \beta \)-sheet in solution, both retained their conformations in the vapor phase.

Ion-mobility measurements (141) and MD simulations (142) have been used to examine helix formation in protonated polyalanine (Ala\(_n^+\)) and polyglycine (Gly\(_n^+\)) peptides with up to \( \sim 20 \) residues. In solution, glycine has a low helix
propensity, whereas alanine has the highest of the natural amino acids (135). In the gas phase, both oligopeptides adopt random globular conformations where the rest of the peptide appears to wrap up around the charge and “solvate” it by hydrogen bonds to backbone carbonyl groups. MD simulations of Ala\textsubscript{n}H\textsuperscript{+} peptides started as helices rapidly collapse to random globular conformations, whereas simulations for neutral Ala\textsubscript{n} persist as helices. In the Ala\textsubscript{n}H\textsuperscript{+} peptides, the charge is believed to be located at the N terminus. An α-helix has a macrodipole that results from the alignment of the backbone NH and CO groups. The positive end of the macrodipole is at the N terminus, and placing a positive charge there destabilizes the helix. Hudgins and coworkers have designed a stable gas-phase helix by acetylating the N terminus and placing a lysine at the C terminus to carry the charge (143, 144). Ion-mobility measurements show that the resulting Ac-Ala\textsubscript{n}-LysH\textsuperscript{+} peptide is a helix with as few as eight residues, whereas its analog with the lysine at the N terminus, Ac-LysH\textsuperscript{+}-Ala\textsubscript{n}, adopts a random globular conformation. Representative structures from MD simulations of Ac-Ala\textsubscript{19}-LysH\textsuperscript{+} and Ac-LysH\textsuperscript{+}-Ala\textsubscript{19} are shown in Figure 7. In the Ac-Ala\textsubscript{19}-LysH\textsuperscript{+} peptide, the protonated lysine side chain wraps around and caps the end of the helix by hydrogen bonding to the dangling carbonyl groups. For the Ac-LysH\textsuperscript{+}-Ala\textsubscript{n} peptides, the random globular conformation is only observed up to \( n = \sim 13 \). For \( n > 13 \), (Ac-LysH-Ala\textsubscript{n})\textsubscript{2} dimers dominate. These dimers are believed to have the conformations shown in Figure 7c. Here the protonated lysine at the N terminus of one peptide interacts with the C terminus of the other to form an antiparallel head-to-toe helical dimer. The dimerization process is driven by the stability of the helices.

Studies of the glycine analogs, Ac-Gly\textsubscript{n}-LysH\textsuperscript{+} and Ac-LysH\textsuperscript{+}-Gly\textsubscript{n}, have also been performed (145). Ac-Gly\textsubscript{n}-LysH\textsuperscript{+} and Ac-LysH\textsuperscript{+}-Gly\textsubscript{n} both have mobilities that are close to those expected for random globules. Thus, when subjected to the same stabilizing features that lead to helix formation in alanine peptides, the glycine peptides do not form helices. The behavior of the unsolvated peptides appears to parallel the behavior in solution, where alanine has a high helix propensity and glycine has a low one. However, one should not assume that vapor-phase helix stabilities always track the solution-phase propensities. Recent studies of valine-based peptides suggest that valine helices are even more stable in the vapor phase than alanine helices. In aqueous solution, valine has a helix propensity that is only slightly higher than that of glycine.

An attempt is being made to develop sequence-structure relationships in small peptides. Collision cross sections have been recorded for 660 peptides with 4–24 residues derived from tryptic digests (146). The cross sections for subsets containing 3–5, 5–10, and 10–15 residues were analyzed to obtain intrinsic size parameters: the relative contribution of the individual amino acid to the measured cross sections. Somewhat different contributions were found from the different subsets. However, contributions derived from measurements for small oligomers are in good agreement with those obtained for similar-sized peptides.
Figure 7  Representative structures from molecular dynamics simulations: (a) Ac-Ala$_{19}$-LysH$^+$ helix; (b) Ac-LysH$^+$-Ala$_{19}$ random globule; and (c) (Ac-LysH-Ala$_{19}$)$_2^{2+}$ antiparallel head-to-toe helical dimer. (Reproduced with permission from Reference 14.)
HYDRATION AND DEHYDRATION OF VAPOR-PHASE PEPTIDES AND PROTEINS

Vapor-phase proteins provide new opportunities to study the important issue of protein hydration. In the past, mass spectrometry–based techniques have been widely used to study the first stages in the solvation of monoatomic and polyatomic ions (147). There are two basic ways to examine hydrated proteins in the gas phase: Leave water on the protein ion when it is produced or add water to a dehydrated protein. Several groups (148–151) have used the first approach. They operated their electrospray sources so that the protein ions were not completely dehydrated. Rodriguez-Cruz et al (149, 150) have reported mass spectra measured for “wet” gramicidin S [M + 2H]^{2+} ions. The intensities of the peaks due to ions with 8, 11, and 14 water molecules were enhanced relative to their neighbors, indicating that ions with these numbers of water molecules are favored for some reason. It was suggested that 8, 11, and 14 water molecules correspond to stable solvation shells around both of the charge sites on the ion. Lee et al (151) have used FTICR to examine hydrated peptides generated by electrospray. Over time, they undergo a “freeze-drying” process, where they evaporate water and cool. This process is expected to result in a temperature of around 130–150 K from a balance between evaporative cooling and heating by blackbody radiation. A prominent peak in the mass spectrum due to gramicidin S [M + 2H]^{2+} with 40 water molecules was ascribed to a structure where both protonated ornithine residues are solvated by 20 water molecules in a pentagonal dodecahedral clathrate structure. This structure has previously been proposed to explain a prominent peak observed in the mass spectrum of protonated water clusters (152). In contrast to gramicidin S, mass spectra for hydrated bradykinin [M + 2H]^{2+} did not show any prominent peaks.

The other approach to studying protein hydration is to start with a dehydrated protein ion in the gas phase and to rehydrate it by exposing it to water vapor. The number of adsorbed water molecules can be determined by mass spectrometry, and if equilibrium is established, equilibrium constants can be determined. An equilibrium constant measured at a single temperature provides ΔG° for hydration at that temperature. But equilibrium constants measured as a function of temperature provide ΔH° and ΔS°. If these thermodynamic quantities can be obtained as a function of the number of adsorbed water molecules, they can be used to follow the development of the hydration shell. Previously, thermodynamic information about protein hydration has been obtained from studies of the hydration of protein films (153, 154). However, the information obtained from these studies is affected by hysteresis. Furthermore, only average values can be obtained by this method. Klassen et al have determined hydration-free energies for several small peptides (155). They found that ΔG° at 293 K for binding the first water to Gly:H^+, where n = 1–4, were 41, 37, 28, and 24 kJ mol^{-1}. The substantial decrease between Gly,H^+ and Gly,H^+ was attributed to cyclization and intramolecular self-solvation of the charge site. Zhan et al have described preliminary results obtained for the
solvation of the peptide leucine-enkephalin with water and a variety of alcohols in a free jet expansion (156).

Woenckhaus and coworkers have measured $\Delta G^\circ$ at 273 K for initial steps in the rehydration of the $[M + 5H]^3^+ + [M + 7H]^7^+$ charge states of cytochrome $c$ (157). Temperatures significantly below room temperature were required to see any water stick to the protein ions. $\Delta H^\circ$ and $\Delta S^\circ$ have been determined for the first few water molecules adsorbed on the $[M + 6H]^6^+$ charge state of BPTI (see Figure 8) (158). $\Delta H^\circ$ and $\Delta S^\circ$ for the fourth and fifth water molecules have a large uncertainty associated with them because their equilibrium constants were only measured over a narrow temperature range. $\Delta H^\circ$ and $\Delta S^\circ$ for adsorption of the first water molecule onto BPTI are substantially more negative than for subsequent water molecules. It was originally suggested (158) that the first water molecule went into a conserved structural water site on BPTI (W122) (159, 160). However, MD simulations suggest that this is not a stable hydration site for the unsolvated BPTI $[M + 6H]^6^+$ ion (the water molecule migrates out of this site and solvates a protonated arginine that is nearby) (161). According to the simulations, the first water is probably tetrahedrally coordinated at another site within the protein (a site that is not hydrated in the crystal). Tetrahedral coordination of the water was found to stiffen the low-frequency modes of the protein. This causes

Figure 8  $\Delta H^\circ$ and $\Delta S^\circ$ for the adsorption of the first few water molecules on BPTI $[M + 6H]^6^+$ (BPTI, bovine pancreatic trypsin inhibitor). (Solid lines) Show $\Delta H^\circ$ and $\Delta S^\circ$ for transferring a water molecule from the gas phase to the liquid phase. (Adapted from Reference 158.)
a significant decrease in the vibrational entropy when the water is adsorbed and explains the large entropy change for adsorption of the first water molecule.

The average number of water molecules adsorbed under near saturation conditions (with a water vapor pressure close to the equilibrium vapor pressure) has been determined for a number of cytochrome c and apomyoglobin charge states (162). For cytochrome c, around 50 waters adsorb on the folded +4 and +5 charge states (with 0.73 torr of water vapor at −20°C). For the unfolded +7 to +12 charge states, the number of water molecules adsorbed under the same conditions drops to below 30. A similar sharp decrease in the number of adsorbed waters is observed at the unfolding transition for apomyoglobin. One would expect the number of water molecules adsorbed by the unfolded conformations to be larger than the number adsorbed by the folded ones. Solvation energies of proteins are usually estimated from an accessible surface area model (163). The experimental observations clearly conflict with the predictions of this model. This suggests that cooperative effects, where water molecules interact simultaneously with more than one site on the protein, are important in the hydration of the folded conformation. When the protein unfolds, it is more difficult to interact with multiple sites.

As described above, ion-mobility measurements indicate that a charge-induced unfolding transition occurs around the +7 charge state of unsolvated cytochrome c (see Figure 3). In solution, charge states up to around +11 remain folded (164). Thus, if water molecules are added to unfolded [M + 7H]7+ ions in the gas phase, at some point they should fold and adopt the solution-phase conformation. Fye et al have examined this issue (162). There are two peaks present in the drift-time distribution for the unfolded +7 charge state in the absence of the water, and as the number of adsorbed water molecules increases, the distribution shifts over to the more folded conformation at shorter time. The addition of only 29 water molecules is apparently enough to promote this refolding. More water molecules are needed to drive the +7 charge state to a completely folded conformation, but at this point it is not clear how many more are needed.

PROSPECTS

The developments that provide access to vapor-phase peptides and proteins are relatively recent, and so far only a few techniques have been used to characterize them. The hydration studies are particularly important because, in addition to their intrinsic interest, they provide a link between the vapor phase and the solution phase. It is clear that better structural information is required. One direction for future work is the application of spectroscopic methods. Traditional high-resolution spectroscopy may not find many applications, but methods based on fluorescence quenching have been successfully used in solution studies of peptides and proteins, and they should work in the vapor phase as well. Virtually all the work described in this article has been on peptide and protein ions where Coulomb interactions seem to play an important and perhaps often a controlling role. Thus, even though they
are more difficult to study than ions, it is also desirable to study neutral peptides and proteins. Some important properties, for example dipole moments, can only really be measured for neutral peptides and proteins.
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