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ANALYZING INTERACTION PATTERNS TO VERIFY A SIMULATION/GAME MODEL

In order for simulations and games to be effective for learning, instructional designers must verify that the underlying computational models being used have an appropriate degree of fidelity to the conceptual models of their real-world counterparts. A simulation/game that provides incorrect feedback is likely to promote misunderstanding and adversely affect learning and transfer. Numerous methods for verifying the accuracy of a computational model exist, but it is generally accepted that no single method is adequate and that multiple methods should be used. The purpose of this study was to propose and test a new method for collecting and analyzing users’ interaction data (e.g., choices made, actions taken, results and feedback obtained) to provide quantified evidence that the underlying computational model of a simulation/game represents the conceptual model with sufficient accuracy.

In this study, analysis of patterns in time (APT) was used to compare gameplay results from the Diffusion Simulation Game (DSG) with predictions based on diffusion of innovations theory (DOI). A program was written to automatically play the DSG by analyzing the game state during each turn, seeking patterns of game component attributes that matched optimal strategies based on DOI theory. When the use of optimal strategies did not result in the desired number of successful games, here defined as the threshold of confidence for model verification, further investigation revealed flaws in the computational model. These flaws were incrementally corrected and subsequent gameplay results were analyzed until the threshold of confidence was achieved.
In addition to analysis of patterns in time for model verification (APTMV), other verification methods used included code walkthrough, execution tracing, desk checking, syntax checking, and statistical analysis. The APTMV method was found to be complementary to these other methods, providing quantified evidence of the computational model's degree of accuracy and pinpointing flaws that could be corrected to improve fidelity. The APTMV approach to verification and improvement of computational models is described and compared with other methods, and improvements to the process are proposed.
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CHAPTER 1: INTRODUCTION

Statement of the Problem

In its statement on the research and design challenges in games and simulations for learning, the Federation of American Scientists (FAS) called for better guidelines and more effective tools for the design of simulation-based learning environments (FAS, 2006). Furthermore, the FAS identified as an important research task the development of knowledge regarding simulation fidelity, noting that incorrect feedback is likely to promote misunderstanding and to adversely affect learning.

In order for simulations and games to be effective for learning, instructional designers must verify that the underlying computational models being used have an appropriate degree of fidelity to the conceptual models of their real-world counterparts. Otherwise the learning experience may be, as Dewey phrased it, “miseducative” (1938/1997, p. 25). Verifying model accuracy alone is not sufficient to ensure learning, but it is necessary. While it may not be possible definitively to verify the accuracy of a model, especially one with stochastic outcomes, the method being tested in this study can be used during the design and development of a simulation as formative evaluation as well as summative evaluation of the final simulation to provide “quantified confidence” (Thacker et al., 2004, p. v) of a computational model’s accuracy with respect to its intended use.

The purpose of this study is to propose and test a method for collecting and analyzing users’ interaction data (e.g., choices made, actions taken, results and feedback obtained) to provide evidence that a simulation’s underlying computational model accurately represents the conceptual model of the real-world phenomenon of interest.
Background of the Problem

The paradigm for teaching and learning in schools has changed little in the past one hundred years, even though our society has moved from an industrial age to an information age (Reigeluth, 1994). As a result, learning in the classroom bears little resemblance to learning outside the classroom, with a corresponding greater degree of disengagement among learners. According to a recent High School Survey of Student Engagement, two out of three students report that they are bored in class every day, and 17 percent say they are bored in every class (Yazzie-Mintz, 2007). Some have argued that educators need to utilize the cultural tools of contemporary society to engage students in ways that are familiar to them (Jenkins, 1992, 2006; Strommen & Lincoln, 1992). The field of instructional technology has a long history of researching emerging technologies, including mass media, and prescribing strategies and methods for employing these tools to promote learning (Molenda, 2008).

Digital games and simulations are among the latest mass media of popular culture. For the past several years, the computer and video game industry has achieved annual revenues greater than the movie industry (Chatfield, 2009). In the United States in 2009, digital games generated nearly $19.6 billion (NPD Group, 2010) compared to theatrical receipts of $10.6 billion (Corliss, 2010). These and other indicators have led Prensky (2001) to suggest that we are witnessing the rise of the Games Generation. In 2003, the Pew Internet and American Life Project released the results of a survey of college students (Jones, 2003). Everyone surveyed had played a video, computer, or online game. Seventy percent played at least once in a while, and 65% played occasionally or regularly. About one in ten admitted that playing was a way of avoiding studying. One third admitted to playing games that were not part of instructional
activities during class. A majority (69%) reported no exposure to gaming for educational purposes in the classroom.

Interest in the study and use of games and simulations for learning has visibly increased in the last decade. Rutter and Bryce (2006) compared the periods of 1995-1999 and 2000-2004 and found nearly twice as many peer-reviewed papers on digital games published during the latter period. Bragge and Storgards (2007) used the ISI Web of Science to find 2,100 studies in more than 170 categories related to digital games between 1986 and 2006, with a significant increase beginning in 2003. However, much of the reporting on the use of games for learning is anecdotal, descriptive, or judgmental and not tied to theory or rigorous research (Gredler, 2004; Kirriemuir & McFarlane, 2004; Leemkuil, de Jong, & Ootes, 2000; Washbush & Gosen, 2001; Wideman et al., 2007).

Games and simulations are of increasing interest to educators, in part because of their ability to engage and motivate players to recognize and solve authentic, difficult problems in situated contexts (Gee, 2003; FAS, 2006; Lieberman, 2006; Shaffer, Squire, Halverson, & Gee, 2005). They are compatible with many contemporary theories of learning and related methods of assessment (Becker, 2007, 2008; Gee, 2003; Mislevy & Haertel, 2006; Mislevy, Almond, & Lukas, 2004; Pellegrino, Chudowsky, & Glaser, 2001; Shaffer, 2009; Shute, Ventura, Bauer, & Zapata-Rivera, 2008, 2009). However, when games and simulations represent real-world systems and processes, designers must consider the degree of fidelity appropriate for various components, including the external representation, the underlying model, and the interaction of the components (Alessi & Trollip, 2001; Reigeluth & Schwartz, 1989).
Theoretical/Conceptual Framework

Fidelity is the degree to which a simulation is faithful to that which it simulates. A simulation cannot completely represent something or else it would become the thing itself (Korzybski, 1995). Reigeluth and Schwartz (1989) theorized that the most fundamental aspects of a simulation should have high fidelity, while lower fidelity is appropriate for the more superficial aspects that may otherwise lead to cognitive overload and impede learning and transfer (see also Huang & Johnson, 2009; Kalyuga & Plass, 2009). Some instructional situations that utilize simulations may require high physical fidelity (e.g., flight simulators) and others may require high cognitive fidelity, defined as “the degree to which the simulation faithfully represents conceptual aspects of the actual task” (FAS, 2006, p. 8). Feinstein and Cannon (2002) examined numerous studies from the 1960s and 1970s that focused on the effects of fidelity on training and education. They reported that greater fidelity did not necessarily result in greater learning and in fact may have reduced effectiveness through unnecessary complexity and overstimulation. Similarly, Winn (2002) noted that a virtual environment does not need to simulate the real world to be useful for instruction, and that high fidelity may lead to constrained and inflexible understanding and make it difficult to transfer knowledge and skills to new contexts.

A simulation’s underlying model is an important aspect of cognitive fidelity and is addressed through model validation and verification (V&V). Validation is the process of assessing that a conceptual model accurately represents the real world and that the results of the simulation are similar to those of the real-world system, whereas verification is the process of determining that a computational model is calculating results that are consistent with the conceptual model (Feinstein & Cannon, 2002; Sargent, 2008; Thacker et al., 2004). The former is an aspect of external validity and the latter is an
aspect of internal validity, and both relate to the development and use of a simulation. In designing and developing a simulation, representational validation encompasses the game logic and structure (internal, construct validity) and the phenomena being modeled (external, content validity; Feinstein & Cannon, 2002). Fidelity, models, verification, validation, and related concepts are defined and discussed more thoroughly in the review of the literature in the next chapter.

**Research questions**

The process of developing and testing a new method (or theory or model) is necessarily iterative. This study is an early step toward validating Frick’s (1990) analysis of patterns in time (APT) as a reliable method for verifying a simulation’s underlying computational model. This study aims to specify a clear process for such verification. Therefore the research questions addressed in this study pertain to the effectiveness of the method and the ways in which it may be improved for subsequent testing and application. Those research questions are:

1. Is the proposed method effective in verifying and improving the accuracy of computational models created for simulations and games?
2. What does the proposed method contribute that is not available through related methods?
3. What improvements can be made to the proposed method?

The first question will be addressed by applying the method to a particular case and analyzing the results. The second question will be addressed by applying other methods that are currently used in model verification and comparing the findings of the methods. The answer to the third question will depend on the findings and on my analytical, interpretative, and imaginative faculties.
Significance of the Study

When simulations and games are designed and used for educational purposes, they must accurately represent that which is to be learned. We would not expect a textbook that is filled with factual errors to be effective in conveying knowledge; it would require significant effort on an instructor's part to correct the resultant misconceptions. Nor should we expect a simulation or game that is poorly designed to be effective in providing the desired experience for the learner. However, software may seem to work well (i.e., produce some result without crashing) yet in fact produce results that are inconsistent with observations and theories of the real world that we desire learners to master.

To provide a more concrete example, the test case for this study is the Diffusion Simulation Game (DSG), which is used to teach concepts and practices associated with change agency and the diffusion of innovations. Everett Rogers' (2003) description of diffusion of innovations (DOI) theory is the primary conceptual model that learners are expected to experience and understand through playing the DSG. If the results of actions taken in the DSG are not consistent with those predicted by DOI theory, the learners will form misconceptions about the theory based on their gameplay experiences.

The accuracy with which a simulation modeler translates a conceptual model into a computational model is a critical element in the effectiveness of a simulation. Numerous methods for verifying this accuracy exist and are described in this study, but it is generally accepted that no single method is adequate and that multiple methods should be used. This study proposes and tests a new method which, if shown to be effective, will provide simulation designers with additional evidence that their models are sufficiently accurate with respect to their intended purposes.
CHAPTER 2: LITERATURE REVIEW

In this chapter, I begin with a brief history of the use of games and simulations for learning in order to provide some context for understanding the significance of this study. I examine various proposed definitions for the terms “game” and “simulation” and how those terms combine to form the concept of a “simulation game.” I briefly consider methods for classifying games; I then focus on the reasons for using simulations and several methods for classifying simulations. After describing how these terms and concepts will be applied in this study, I further narrow the focus to aspects that are directly relevant to understanding the proposed method, namely the concept of “fidelity” and methods of determining a simulation model’s fidelity. Because the proposed method entails the collection and analysis of data generated by the execution of a simulation model, I also discuss some past and current approaches to gathering and making sense of such data.

The Educational Use of Games and Simulations

Historical Precedents

The educational use of games and simulations has been traced back to the use of war games in the seventeenth century and military training in the eighteenth century (Egenfeldt-Nielsen, 2005; Gredler, 2004), although some contend that it dates back nearly 5,000 years ago to war games in China and Japan (Smith, 2010; Wolfe & Crookall, 1998). In the 1950s the practice was adapted for business management training, and in 1956 the American Management Association produced the first widely used business game, Top Management Decision Simulation (Faria, 1998; Leemkuil, de Jong, & Ootes, 2000).
The field of instructional technology has its origins in the visual instruction movement of the early twentieth century, and for many decades it was defined in terms of instructional media. One enduring hallmark of the field is the willingness of designers to experiment with new media and technologies and to study their effectiveness for teaching and learning. Each new medium—from film to radio and sound recording to television to computers and other digital devices—presents its own possibilities and challenges to the instructional designer, and each influences the theories and practices in the field.

As the capabilities of computing technologies have grown increasingly complex and sophisticated, educators have used games and simulations for instruction in a variety of content areas, including medical education, the natural and social sciences, and corporate training. Cruickshank (1988) described several media-based (audio-visual) simulations from the 1960s and 1970s designed for preservice teachers. He noted that in the 1980s computer-based simulations became more prevalent and also more specialized with regard to content or focus. He cited as an example William Harless of the National Library of Medicine, who developed “an interactive videodisk-based simulation designed to teach clinical problem solving by enabling voice input to ask questions [and] order lab tests” (p. 151). In 1987, Faria (cited in Dempsey, Lucassen, Gilley, & Rasmussen, 1993-1994) reported that a survey revealed that 8,755 instructors in 1,900 business schools used business games in their courses. In a follow-up survey a decade later, Faria (1998) found that 97.5% of business schools that were surveyed (n=236) reported using business simulation games in their programs.

Kirriemuir and McFarlane (2004) reported that the use of mainstream games in K-12 education is and will probably remain rare for several reasons. Evaluating a game’s
relevance to curriculum and accuracy of content is difficult and time-consuming. A mainstream game that is applicable to curriculum standards will likely have much irrelevant content. Furthermore, most teachers are not familiar with methods for using mainstream games in instruction. De Freitas and Oliver (2006) proposed a framework with four dimensions to guide and support the evaluation of educational games: context, learner specification, pedagogic considerations, and mode of representation. However, even with a framework, choosing a game for use in an educational setting takes time and experience. Fortunately educators are not limited to adapting mainstream games for instructional purposes. Increasingly, games are being designed explicitly for learning, and the willingness of educators to adopt them has led the New Media Consortium (Johnson, Smith, Willis, Levine, & Haywood, 2011) to predict mainstream use of games for teaching and learning within two to three years.

Gredler (2004) stated that the purposes of games and simulations in education are to practice or refine existing knowledge and skills, to identify gaps or weaknesses in knowledge or skills, to develop new relationships among known concepts and principles, and to serve as a summation or review. These are consistent with reviews of the reported use of games, in which games were most frequently used to learn new skills and practice existing skills, generally after the learners had received some introductory instruction to prepare them for the game (Dempsey et al., 1993-1994; Dempsey et al., 1996). Options for integrating games into a curriculum include use as a pre-instructional strategy, a co-instructional strategy, and a post-instructional strategy (for assessment and synthesis; Oblinger, 2006).
A review of the literature led Leemkuil, de Jong, and Ootes (2000) to conclude that there is some consensus that games and simulations will not be effective unless accompanied by instructional support, such as model progression, prompting, feedback (from the game/simulation or an instructor or peers), debriefing, and reflection. Gredler (2004) concurred that open-ended, discovery learning in a simulation is problematic. She recommended that students acquire required knowledge and capabilities (including metacognitive skills) prior to using a simulation. Research consistently concludes that students need some structure in order to learn in discovery-oriented learning experiences (Kirschner, Sweller, & Clark, 2006). Rieber (2005) recommended short explanations offered at the appropriate times within the simulation. He also suggested model progression in which the simulation becomes increasingly difficult based on the learner’s mastery of required skills.

Many researchers of games and simulations have emphasized the importance of debriefing in guiding the construction and integration of new knowledge (Dempsey et al., 1996; Garris, Ahlers, & Driskell, 2002; Hays, 2006). Historically, debriefing has been used to obtain information from a participant (e.g., military debriefing of rescued hostages) and to desensitize a participant (or dehoax in the context of a psychological study involving deception; Peters & Vissers, 2004). However, debriefing in the context of experience-based learning focuses on participant reflection and learning. Because participants in a simulation game may have different experiences and therefore derive different—and possibly undesirable—understanding, debriefing is an important phase of experiential learning. Debriefing involves a joint analysis of the participants’ experiences. The design of the debriefing should be tailored to the learning objectives and the
participants’ characteristics (Peters & Vissers, 2004). Debriefing should focus not just on content but on process, especially when the game is played by teams rather than individuals.

**Contemporary Research**

Research on the use of simulations and games for learning seems to be increasing. Rutter and Bryce (2006) compared the periods of 1995-1999 and 2000-2004 and found nearly twice as many peer-reviewed papers on digital games during the latter period. Bragge and Storgards (2007) used the ISI Web of Science to find 2,100 studies in more than 170 categories related to digital games between 1986 and 2006, with a significant increase beginning in 2003. However, much of the reporting on the use of games for learning is anecdotal, descriptive, or judgmental and not tied to theory or rigorous research (Gredler, 2004; Kirriemuir & McFarlane, 2004; Leemkuil et al., 2000; Washbush & Gosen, 2001; Wideman et al., 2007). A review of the literature by Dempsey, Rasmussen, and Lucassen (1996) consisted of 99 sources from the previous twelve years. Building on an earlier article (Dempsey et al., 1993-94), the authors defined five categories of gaming articles: discussion (n=51), research (n=38), reviews (n=12), theory (n=11), and development (n=2).

Relatively few studies have been conducted on the use of games for learning in K-12 settings, and these have been primarily case studies, often involving students’ and teachers’ perceptions of learning (McFarlane, Sparrowhawk, & Heald, 2002; Wideman et al., 2007). Based on their review of the literature, Wideman et al. (2007) concluded that disciplines with the most research in educational gaming are medical education and business management studies. Bragge and Storgards (2007) combined the 170 categories
found in their review into larger domains to find that the three most prominent areas were social sciences, health sciences, and information and communication technologies.

**Rationale for the Use of Games and Simulations**

The traditional instructional paradigm through the 1960s was information transfer from a “knowledgeable educator who constructed and transmitted knowledge … using the accepted instructional technologies of the day—books, articles, and lectures” (Ruben, 1999, p. 498). Foreman (2004) noted that such a model is based on scarcity of quality materials and instructors. Furthermore this framework implies that teaching is a prerequisite for learning; it ignores the social, collaborative, and peer-based nature of learning outside the classroom (Ruben, 1999). As educators explored more experience-based approaches to instruction—such as case studies, role playing, simulations, games, and other structured exercises—the traditional, didactic model gradually ceded prominence to a learner-centered model emphasizing active, experiential learning (Ruben, 1999; Garris et al., 2002). This approach accommodates more complex and diverse approaches to learning by allowing greater interactivity, collaboration, and peer learning. Ruben (1999) noted that what is important in learning is translating knowledge into behavior, which requires “reinforcement, application, repetition, and often practice in a variety of settings and contexts” (p. 499).

Two main reasons for using instructional games are their power to engage and motivate and their ability to facilitate learning through doing (Kirriemuir & McFarlane, 2004). According to Garris et al. (2002), there are several reasons why educators should be interested in using games in instruction, including the shift to a learner-centered model and the intensity of involvement and engagement in games. The memorization of facts
and concepts that is easily measured on a standardized test has led to the presentation of abstract, decontextualized knowledge that is divorced from purpose and instrumentality. In contrast, games require players constantly to use what they have learned to solve situated problems (Shaffer, Squire, Halverson, & Gee, 2005; Wideman et al., 2007). Findings demonstrate that the kinds of experiential learning available in games improve learners’ problem-solving skills and judgment (Feinstein & Cannon, 2002). Games can serve as immersive learning environments conducive to experiential learning and can encourage exploration along the lines of guided discovery. Instead of reading about something, students can experience it. Children have also shown learning gains using games in content areas with specific stated objectives, such as math and language skills. In part this is because the active learning required in games facilitates integration of knowledge with existing cognitive structures (Randel, Morris, Wetzel, & Whitehill, 1992).

In their review of the literature, Mitchell and Savill-Smith (2004) found several frequently cited benefits of games in education. These include increases in perseverance, confidence, and self-esteem among learners; the ability to visualize, manipulate, and explore concepts; and greater academic, social, and computer literacy skills. Some studies cited improved metacognition, strategic thinking, problem recognition, and problem solving. In the health sciences, simulations enable students to diagnose and manage virtual patients’ problems. In business education, teams manage virtual companies. In both areas, simulations are used to identify students’ problem solving abilities and to bridge the gap between classroom instruction and real-world practice (Gredler, 2004).
Many of the attributes of games are also attributes of good instructional design. Games often involve problem solving, provide rapid feedback, and can adjust to an optimal level of difficulty (Oblinger, 2003). Gee (2003, 2005) identified dozens of learning principles that are found in good games, including manipulation and control by the learner, scaffolding and elaboration, well-ordered problems, optimal challenge, skills as strategies and cycles of expertise, information as needed (just in time), systems thinking, and learning by doing.

Many studies of the benefits of playing games to learn have emphasized the motivational or social aspects rather than knowledge acquisition. Intrinsic motivation is generally considered a prerequisite for learning. Garris et al. (2002) described the motivated learner as enthusiastic, engaged, focused, and persistent. The factors that make an activity intrinsically motivating are challenge, curiosity, fantasy, and control (Lepper & Malone, 1987; Malone, 1981; Malone & Lepper, 1987). Not surprisingly, these are all common elements of games. Garris et al. (2002) proposed an input-process-output game model that facilitates intrinsic motivation. The input is a combination of instructional content and game features. The features promote a game cycle of user judgments, user behavior, and system feedback in an iterative loop which, when successful, results in increased engagement, greater persistence of effort, and greater likelihood of achieving intended learning outcomes.

Alessi and Trollip (2001) summarized the many benefits that simulations offer when used for educational purposes. Simulations provide enhanced safety compared to environments and circumstances that may be too dangerous for practice in the real world. A flight simulator is perhaps the most familiar example of this. Furthermore, simulations
can offer experiences that are not readily available in reality, such as being miniaturized and traveling through a human body as in the *Body Wars* ride at Walt Disney World. Simulations can also enable the manipulation of time frames, so that something which takes hours or days in reality can be experienced in minutes. Simulations can even be more cost effective, especially when a large number of people need to be taught or trained. And perhaps most important, the complexity of the learning situation can be controlled in a well-designed simulation so that novices are not cognitively overwhelmed while those with more expertise can experience higher fidelity and greater challenge.

Simulations also have advantages over other media and methodologies. They can increase engagement and motivation by requiring active rather than passive learning, which may be further enhanced by incorporating elements of games like challenge, fantasy, and goals. Alessi and Trollip also cited evidence that well-designed simulations can increase efficiency of learning and improve both near transfer (similar circumstances) and far transfer (different circumstances). Finally, simulations are flexible approaches to learning. They may be used during different phases of instruction, including assessment, and they may be designed to support different philosophies of teaching and learning.

The choice to use a game or simulation should be based on “a detailed analysis of the learning requirements and an analysis of the tradeoffs among alternate instructional approaches” (Hays, 2006, p. 312). In a meta-analysis of studies that compared the instructional effectiveness of games with traditional classroom instruction over 28 years, only 68 empirical studies were found (Randel et al., 1992). Of those, 38 found no differences in effectiveness, 27 found games more effective, and 3 found classroom instruction more effective. However, the authors noted a lack of rigor in the research
designs, including a lack of random sampling, failure to report reliability and validity, and failure to control confounding variables. In a quantitative meta-analysis of simulation gaming, Van Sickle (1986) found weak support for games over other approaches. Only five studies found simulation gaming more effective for immediate recall of knowledge and only two studies found that simulation gaming improved retention of knowledge. However, Hays (2006) criticized Van Sickle’s methodology, noting that 6 of the 22 studies did not compare instructional approaches.

This review of the literature on games and simulations for learning has found that their use dates back at least several centuries—if not millennia—and spans a variety of content areas and pedagogical purposes. Furthermore, the use of games and simulations in educational contexts is predicted to rise, driven by a growing body of relevant research, increasing efforts to design games explicitly for learning, and a greater willingness among the mainstream of educators to adopt them. It is therefore imperative that designers of games and simulations for learning have reliable tools and methods for ensuring that their creations lead to the desired educational objectives.

**Definitions and Characteristics of Games and Simulations**

A variety of definitions for “game” and “simulation” are presented in the literature. Wolfe and Crookall (1998) noted that despite several decades as a field, researchers and practitioners in simulation and gaming are still grappling to create a generally accepted taxonomy. In this section, I examine various proposed definitions and delve into the characteristics that distinguish games from simulations. My purpose is to provide a foundation for understanding when the method of simulation model verification being tested in this study is applicable.
Gredler (2004) defined games as “competitive exercises in which the objective is to win and players must apply subject matter or other relevant knowledge in an effort to advance in the exercise and win,” while simulations are “open-ended evolving situations with many interacting variables … in which the participants take on bona fide roles with well-defined responsibilities and constraints” (p. 571). For Garris et al. (2002), the key distinction is that a simulation represents reality and a game does not. Heinich, Molenda, and Russell (1993) stated that games and simulations overlap, but that games tend to be goal-oriented and often have an element of fantasy while simulations offer an abstraction or simplification of real-world environments or processes. This description of simulations is consistent with Reigeluth and Schwartz (1989), who stated that the scenario of a simulation “recreates to a greater or lesser degree a real life situation” (p. 4). Klabbers (2009) synthesized from the literature a definition of a game as “any contest or effort (play) among adversaries or teammates (players) operating under constraints (rules and resources) for an objective (winning, victory, prestige, status, or pay-off)” (p. 33), whereas a simulation is “[a]n attempt to solve a problem or to work out the consequences of doing something by representing the problem or possible course of events mathematically, often using a computer” (p. 34).

De Jong & Van Joolingen (1998) defined a computer simulation as “a program that contains a model of a system (natural or artificial; e.g., equipment) or a process” (p. 180). Similarly, Alessi and Trollip (2001) stated that a simulation has “a model of some phenomenon or activity that users learn about through interaction with the simulation” (p. 213). They claimed that this definition includes microworlds, virtual reality, and case-based scenarios since they all have critical features of simulations.
Salen and Zimmerman (2004) reviewed many of the major writers on games and simulations and synthesized the following definitions: “A game is a system in which players engage in an artificial conflict, defined by rules, that results in a quantifiable outcome” (p. 80) and “[a] simulation is a procedural representation of aspects of ‘reality’” (p. 423). They contended, as did Aldrich (2005), that some simulations are not games but that most games are some form of simulation. However, a simulation may contain game-like features and may become a game if a performance goal is set (Coleman, 1970; Prensky, 2001). For example, SimCity is an endless simulation of a city. But if the player sets a particular goal, the simulation becomes a game.

One distinction between games and simulations is the forms they take. Games are often categorized by genre, which include action, adventure, strategy, role-playing, racing, sports, shooting, word games, and puzzles. Often these genres are combined; for example, an adventure game may involve role-playing, shooting, and solving puzzles. Simulations are not categorized by these genres (simulation classifications are discussed below). Games may also be grouped by medium, such as board games, card games, video games, miniature war games, alternate reality games (ARGs), live-action role playing games (LARPs), etc. Digital games are sometimes categorized by the player’s perspective: first person, third person, isometric, platform, side-scrolling, and top-down.

Rather than trying to define the distinctions between games and simulations, Aldrich (2005, 2009) pragmatically suggested that it is more productive to think about elements of the instructional experience: simulation elements, game elements, and pedagogical elements. Simulation elements include the underlying model and its representation to the user, as well as the real-world actions the user can take (e.g., by
using an input device), the effects of those actions on the simulation elements (including chain reactions and emergent behavior), and the feedback and results based on those actions. Game elements enhance the experience by promoting intrinsic motivation (e.g., by providing challenge, a narrative, and other engaging elements) and extrinsic motivation (e.g., by including scorekeeping and rewards). Pedagogical elements, such as prompts and scaffolds, promote learning from the experience, help to avoid or correct misperceptions, and facilitate transfer to different contexts.

Perhaps Parlett (1999) was correct in insisting that game is a “slippery lexicological customer” (p. 1) and that there is no use in trying to propose a single definition. Wittgenstein argued as much in his *Philosophical Investigations* (trans. 2001), noting that we recognize board games, card games, ball games, and other types of games as being related even though there is no one characteristic common to all of them, which is to say there is no definition that encompasses the variety of forms that games take. Instead there are “family resemblances” (“Familienähnlichkeiten”, p. 27) that we recognize in the same way that we identify kinship via physical attributes that express a shared genetic source; a daughter may have her father’s eyes while her brother has his father’s ears, for example, yet when we see them all together we sense their relation to each other.

For the purposes of this study, formally defining games and simulations will be recognized as problematic. Nevertheless, based on the literature I propose the following working definitions to distinguish games from simulations. A game is a designed experience with a goal or objective that defines the winning state, in which a player competes (either with other players or with the game itself) to overcome obstacles and
achieve the winning state by means specified in the rules of the game. A simulation, on
the other hand, represents some form of reality that is referred to as the problem entity or
reference system and lacks a competitive element and winning state. Instead, the goal is
to manipulate the simulation in order better to understand the underlying model and the
real or proposed entity it represents.

Alessi and Trollip (2001) stated that the term simulation game is appropriate
when the program fits the definition of a simulation and also has characteristics of a
game, such as “competition, rules, winning and losing” (p. 213). This view is consistent
with Coleman’s (1970) perspective. It is important to note that a simulation game is
primarily a simulation, that is, there is a recognizable aspect of reality that is modeled
with a greater degree of accuracy than is generally found in a game. The popular
computer game Tetris, for example, may be said to simulate gravity, yet the player who
manipulates its “falling” blocks arguably learns nothing about real-world gravity.

The case used in this study (described below) is a simulation game because it
models a real-world process but also contains scoring and a winning state. The primary
purpose of interacting with the simulation game is to understand the conceptual model
and its relationship to the real world. Henceforth I will focus on simulations with the
understanding that what I say will be applicable to games to the extent that they contain
elements of simulation, in particular that they have an underlying computational model
that represents a conceptual model of some form of reality.

Classifications of Simulations

Scholars have proposed numerous methods for classifying simulations. However,
these classifications generally do not attempt to encompass all simulations but only
particular types such as those used to make predictions or those intended to teach something. Furthermore, different terms have been used to describe the same kind of simulation, including “[m]icroworld, management flight simulator, business simulator, business game, management simulator, learning environment” (Maier & Grossler, 2000, p. 135). A classification of simulations is important in order to understand the context in which the method of simulation model verification is being tested in this study.

Based on the literature (in particular Axelrod, 2007, although he was primarily concerned with simulation in the social sciences), I have identified four types of simulations categorized by purpose: entertainment, evaluation, experimentation, and education. The primary purpose of entertainment simulations is to entertain, thrill, delight, or otherwise engage the user on an emotional level. Entertainment simulations include video games (e.g., SimCity, Tiger Woods Golf) and simulator rides (e.g., Mission: SPACE at Disney’s Epcot theme park). While learning from these simulations is not precluded, they are primarily designed for fun rather than for serious purposes.

Evaluative simulations are used for testing and evaluating designs for systems or devices. This type of simulation is used, for example, in urban planning to evaluate the effect of a traffic management system on traffic patterns (Yang & Koutsopoulos, 1996) and in chemistry to evaluate the biodegradability of compounds (Punch et al., 1996).

Experimental simulations are used for experimenting and exploring models of natural and human systems. Axelrod (2007) further divided this category into simulations for prediction, for proof (e.g., in support of a theory), and for discovery (e.g., of new relationships and principles). Some scholars have claimed that rather than being deductive or inductive, simulation is generative, “a third way of doing science” (Axelrod,
Where induction is “the discovery of patterns in empirical data” and deduction “involves specifying a set of axioms and proving consequences that can be derived from those assumptions,” simulation—like deduction—begins with an explicit assumption, but then “generates data that can be analyzed inductively” (Axelrod, 2007, p. 5). In this way simulation enables the discovery of possibly unexpected results because of emergent interactions and behaviors, especially in agent-based simulations in which agents employ adaptive strategies as opposed to optimizing strategies (Axelrod, 2007). David (2009) noted that “generative” used in this sense seems to be synonymous with “abductive” along the lines of “Pierces’ [sic] second conception of abduction, in which hypothetical explanations are inquired in order to explain a given explanandum” (p. 124).

Kuppers and Lenhard (2005) compared a simulation to a microscope that may be used to view the dynamic qualities of a generative mechanism, with the goal of determining whether the mechanism produces the results predicted by a theoretical model. Thus, in social science research, which generally seeks to develop some kind of theory or model (Gilbert, 2004), simulation experiments can help us to test, compare, understand, and even prove theories and hypotheses of complex social processes (Kuppers & Lenhard, 2005; Smith, 1996).

*Educational* simulations are used for teaching and training. For this type of simulation, the ultimate goal is generally “to transfer the skills gained in training to the real-world situation” (Liu, Blickensderfer, Macchiarella, & Vincenzi, 2009, p. 70). This type of simulation should have instructional functions built into it and/or be supplemented by some form of instruction (commonly debriefing) because without instruction the learner is likely to develop misperceptions (Gibbons, McConkie, Seo, &
Wiley, 2009). Reigeluth and Schwartz (1989) similarly prescribed the use of an “instructional overlay” to optimize learning. Because the test case for the current study is an educational simulation game, I will delve deeper into the literature regarding this type.

Proponents of educational simulations contend that by simplifying some aspects of reality, learners are better able to analyze and understand the fundamental principles of a system and gain the ability to control the system (Garson, 2009; Maier & Grossler, 2000). Some scholars have identified sub-types of educational simulations based on what is to be learned. Leemkuil et al. (2000) categorized simulations based on underlying models: conceptual models based on principles, concepts, and facts related to a system and operational models based on sequences of procedures applied to a system. A conceptual simulation is intended to teach “domain-specific principles or processes as well as problem-solving heuristics” (Clark, 2005, p. 605). The learner is usually expected to infer the characteristics of the underlying model (de Jong & Van Joolingen, 1998). An operational simulation is intended to teach “sequences of cognitive and noncognitive operations (procedures) that can be applied to the (class of) simulated system(s)” (de Jong & Van Joolingen, 1998, p. 180).

Alessi and Trollip (2001) took a similar approach to classifying educational simulations. They identified two groups based on educational objective, with each group having two categories:

- Simulations that teach about something
  - Physical simulations
  - Iterative simulations
- Simulations that teach how to do something
They noted that many simulations combine these categories.

The first group has as its objective to teach about something (this is similar to the conceptual category described above). In this group, physical simulations represent a physical object or phenomenon in real or manipulated time. Iterative simulations also teach about something, but the learner runs them repeatedly and changes parameters to observe the results. These are sometimes referred to as scientific discovery simulations because the underlying model is a “black box” (i.e., it is hidden from the learner) and the learner must infer its characteristics through experimentation.

The second group of simulations has as its objective to teach how to do something (this is similar to the operational category described above). In this group, a procedural simulation requires a sequence of actions to accomplish a goal. These actions often include manipulating representations of physical objects, but the focus is on the procedure to be learned. The last type is a situational simulation, and Alessi and Trollip stated that it is the least common type because it is difficult and expensive to produce. It is highly probabilistic because it models the behaviors and attitudes of people and organizations. In a situational simulation, the learner often takes on a particular role.

To summarize, in this study I am employing a classification of simulations based on purpose, with four types: entertainment, evaluation, experimentation, and education. Educational simulations are further categorized by objective, with those that teach about something encompassing physical and iterative simulations and those that teach how to do something encompassing procedural and situational simulations. The case used in this
study to test the simulation verification method (described below) fits the description of a situational simulation, so claims of its effectiveness will be limited to that type, although I will provide a rationale for hypothesizing its effectiveness with other types of simulations given certain conditions.

**Fidelity**

*Fidelity* is the extent to which a simulation accurately represents reality (Alessi, 2000; Alessi & Trollip, 2001; Feinstein & Cannon, 2002; Liu et al., 2009). The fidelity of a simulation is important because it affects not only the learner in terms of complexity, cognitive load, and transfer from training to the real world but also the designer in terms of effort and cost (Alessi & Trollip, 2001; Liu et al., 2009; Reigeluth & Schwartz, 1989). In this study, the fidelity of a simulation’s underlying model is sometimes referred to as its accuracy.

**Types of Fidelity**

Overall fidelity is often judged simply by how the simulation looks and feels (Liu et al., 2009). However, the literature identifies several aspects of simulations, each with its own degree of fidelity with respect to the part of reality that it represents. Liu et al. (2009) discussed a simulation’s *physical* fidelity and its *psychological-cognitive* fidelity. Physical fidelity concerns how much the physical simulator looks, sounds, feels, and even smells like the real thing. Aspects of physical fidelity include visual-audio fidelity, equipment fidelity, and in some cases motion fidelity. Psychological-cognitive fidelity concerns how well the simulator produces psychological and cognitive aspects of the real-world experience. This sense of fidelity is influenced by task fidelity and functional fidelity, that is, how the simulation responds to inputs.
Gibbons et al. (2009) classified types of fidelity a little differently. Their three dimensions of fidelity encompass (1) the learner’s actions, which are governed by task fidelity, environmental fidelity, and haptic fidelity; (2) the processing of the learner’s actions, including the timeliness and speed of the simulation’s response compared with that in the real world, the accuracy of the computations, and the exactness of the simulation’s mechanisms; and (3) the simulation’s representation to the learner, which includes sensory stimuli.

Several scholars have discussed fidelity in terms of the simulation’s presentation, interaction, and underlying model (Alessi, 2000; Alessi & Trollip, 2001; Reigeluth & Schwartz, 1989, describe a simulation’s scenario as including presentation and interaction). The presentation or appearance of the simulation is sometimes referred to as perceptual fidelity. In discussing the development of physical skills, Romiszowski (1999) similarly distinguishes between “technical fidelity” as defined by an expert and “perceived fidelity” as that which is simple enough to train a novice without undue complications. The interaction of a simulation’s components is called functional fidelity, which includes both the simulation’s controls and its resulting behavior (Alessi & Trollip, 2001). The fidelity of the underlying model (model fidelity) is the degree to which the simulation’s mathematical or logical model represents the real-world phenomenon (Alessi, 2000). Types of models are discussed in the section below on verification and validation of models.

**Degree of Fidelity**

Although some researchers have studied how fidelity affects the experience and learning outcomes of using simulations, there is little guidance for determining the
necessary levels of fidelity when designing a simulation (Gibbons et al., 2009). The various aspects of simulations, including detail, resolution, error, precision, sensitivity, timing, and capacity (Liu et al., 2009), may have different levels of fidelity within a given simulation, which has been called selective fidelity (Andrews, Carroll, & Bell, 1995). Those levels may even change—automatically or through learner control—if the simulation is designed for dynamic fidelity (Alessi, 2000).

While high fidelity may be necessary or desirable for certain types of simulations, for example in engineering, it is not always the case for educational simulations. A simplified model helps learners “build their own mental models of the phenomena or procedures and provide them opportunities to explore, practice, test, and improve those models safely and efficiently” (Alessi & Trollip, 2001, p. 214). Maier and Grossler (2000) stated that a less detailed, more abstract simulation may be appropriate for business and economic systems that may otherwise be overwhelmingly complex. Furthermore, a simulation may be augmented by adding instructive feedback, hints, and other techniques to aid in comprehension (Gibbons et al., 2009; Reigeluth & Schwartz, 1989) although this approach may reduce perceived fidelity (Alessi, 2000).

Reigeluth and Schwartz (1989) theorized that the most fundamental aspects of a simulation should have high fidelity, while lower fidelity is appropriate for the more superficial aspects that may otherwise lead to cognitive overload and impede learning and transfer. They suggested that factors to consider include the complexity of the real world environment, the potential for transfer, the motivational consequence of high fidelity, and the expense of achieving high fidelity.
Peters, Vissers, & Heijne (1998) argued that the basic premise of learning from simulations is “that we are able to translate acquired knowledge and experiences from one system to another. The extent to which this translation will be successful depends, among other things, on the degree to which the game is a valid representation of the reference system” (p. 22). However, Feinstein and Cannon (2002) reviewed studies from the 1960s and 1970s that examined the effects of fidelity on learning. They reported that most studies found little or no correlation between high fidelity and learning gains; in fact, in some cases higher fidelity impeded learning. Increasing fidelity is expensive and results in minimal increases in transfer, especially in the later stages of training (diminishing returns). The appropriate amount of fidelity “depends on many factors including the individual trainees, their levels of skill, and the instructor. It also depends on the particular skills to be learned and transferred” (Liu et al., 2009, p. 71).

**Evaluation of Fidelity**

Fidelity is difficult to measure objectively (Feinstein & Cannon, 2002), and subjective accounts of fidelity may be influenced by an array of confounding variables, including the learner’s prior knowledge and experience, mood and temperament, the environment in which the simulation is being run, etc. Comprehensive measurement is considered impossible because of uncertainty, the amount of information involved, complicated attributes and behaviors of reality, and human limitations (Liu et al., 2009).

Liu et al. (2009) identified two major methods for measuring fidelity. The first is a mathematical (objective) method that requires counting “the number of identical elements shared between the real world and the simulation; the greater the number of shared identical elements, the higher the simulation fidelity” (p. 62). The second method
involves a performance matrix that compares a human’s performance in the simulation with that person’s real-world performance, producing an indirect measure of fidelity.

The method of simulation model verification being tested in this study provides a measure of the fidelity of the underlying model by comparing the model’s performance to a predefined goal. Defining that goal requires an understanding of the intended purpose of the simulation, the desired degree of model accuracy, and the effect of other learning objectives on the model’s performance.

**Validation and Verification of Simulation/Game Models**

Because the purpose of this study is to propose and test a method for verifying and improving the accuracy of a simulation’s computational model, it is important to understand what the terms *verification* and *model* mean in the context of simulation modeling. I will begin by defining *model* and distinguishing between conceptual and computational models. I will then define *validation* and *verification* and describe how these terms pertain to models. I will discuss in some detail the various methods currently used for model verification and some of the strengths and weaknesses of those methods.

A simulation model is a representation of “some aspect of reality in symbolic form, usually a set of equations or logical relationships” (Alessi & Trollip, 2001, p. 313). Sargent (2008) summarized a common paradigm of simulation modeling:

The *problem entity* is the system (real or proposed), idea, situation, policy, or phenomena to be modeled; the *conceptual model* is the mathematical/logical/verbal representation (mimic) of the problem entity developed for a particular study; and the *computerized model* is the conceptual model implemented on a computer (p. 159).
Therefore a simulation consists of two models. The conceptual model simplifies and abstracts the phenomenon of interest. The computational model is the instantiation of the conceptual model in a programming language.

Validation and Verification Defined

David (2009) noted the terminological distinctions between validation and verification in the simulation modeling sense and in the traditional philosophical sense. The two senses are often conflated, leading to confusion and arguments about whether experimental simulations can yield knowledge (see Oreskes, Shrader-Frechette, & Belitz, 1994). Therefore it is important to establish how these terms are used in the simulation modeling community.

Validation and verification are distinct yet related processes for evaluating simulation models during different stages of the development process to ensure to the highest possible degree that a simulation accurately represents its real-world counterpart and is working properly. A commonly used description of the difference between the terms is that validation is concerned with building the right model and verification is concerned with building the model right (Balci, 1997; Pace, 2004). Because different types of simulations have different purposes (entertainment, evaluation, experimentation, and education, as described above), a simulation’s conceptual and computational models must be evaluated with respect to the simulation’s purpose (Kuppers & Lenhard, 2005; Sargent, 2008). Methods of validation and verification are used to gather evidence that the conceptual and computational models are “sufficiently accurate” (Thacker et al., 2004, p. 1) for the simulation’s intended use.
**Validation of the conceptual model.** In the simulation building process, a conceptual model of the problem entity must be created and evaluated before it can be instantiated as a computational model. *Validation* is the process of “determining that the theories and assumptions underlying the conceptual model are correct and that the model representation of the problem entity is ‘reasonable’ for the intended purpose of the model” (Sargent, 2008, p. 159). This definition is consistent with definitions proposed by, among others, Whitner and Balci (1989), Balci (1997), Pace (2004), Thacker et al. (2004), and David (2009).

Because the focus of this study is verification of a computational model, I will not discuss approaches to validating a conceptual model. The interested reader is directed to Sargent (2008) for a discussion of validation techniques. I will, however, briefly highlight errors commonly associated with validation because they also apply to verification. Balci (1998) described three types of errors. A Type I error is called the *model builder’s risk* and occurs when credible results are rejected by the simulation user. A Type II error is called the *model user’s risk* and occurs when invalid results are accepted by the simulation user. These errors are generally associated with simulations designed for experimentation, but they also pertain to simulations designed for education as they describe the possibility of learners drawing the wrong conclusions from simulation experiences. A Type III error occurs when the simulation designer formulates and solves the wrong problem.

**Verification of the computational model.** Once a conceptual model has been created (or selected) and validated to ensure that it is sufficient for the purposes of the simulation, it must be instantiated as a computational model that provides the underlying
rules and functions of the simulation. This process requires translating the conceptual model into computer code, which may be accomplished using a simulation language (specific- or general-purpose) or a higher level programming language such as C++ or Java (Sargent, 2008). Model verification is the process of ensuring that this transformation has been done with sufficient accuracy, that is, that it has been programmed correctly and returns results consistent with those associated with the problem entity (Balci, 1997; Pace, 2004; Sargent, 2008; Thacker et al., 2004; Whitner & Balci, 1989).

**Model Verification Methods**

The term *method* has different meanings and so must be defined in order to avoid confusion. Landa (1999) defined a method as “a structured system of instructions and/or actions for achieving some goal” (p. 346). Similarly, Edelson (2006) defined a design methodology as “a general design procedure that matches the descriptions of design goals and settings to an appropriate set of procedures” (p. 102). Following these definitions, for the purposes of this study a model verification method is defined as *a procedure for ensuring that a conceptual model has been translated into a computational model with sufficient accuracy*.

Simulation designers have applied a wide variety of methods for the verification of computational models. They usually utilize a combination of methods because no single approach has been found that provides sufficient evidence of a model’s accuracy (Sargent, 2008). Models of highly deterministic and predictable phenomena may require only quantitative analysis, whereas models of complex social phenomena may also require qualitative analysis (David, 2009). Simulations of social processes are
complicated by the large number of parameters that must be estimated, the problem of identifying which variables determine behavior, and the difficulty in acquiring adequate empirical data (Garson, 2009; Gilbert, 2004). Even when variables and data collection are highly controlled, analysis of results can be challenging; the influence of initial conditions and the stochastic nature of social simulations may result in wide-ranging outcomes, and some rare events may not occur during testing (Axelrod, 2007; Smith, 1996). Qualitative analysis is best done by experts on the system who can judge the “directions of the output behaviors” and the reasonableness of their values’ magnitudes (Sargent, 2008, p. 163).

Whitner and Balci (1989) developed a taxonomy of simulation model verification techniques consisting of six classifications that increase in formality, effectiveness, and complexity: informal, static, dynamic, symbolic, constraint, and formal. Balci (1997) later pared this down to four classifications by moving types of symbolic and constraint analysis into other classifications. He listed 77 techniques for conventional simulations and 38 techniques for object-oriented simulations. Conventional simulations are typically modular, hierarchical, and time-based; object-oriented (including agent-based) simulations utilize inheritance and are non-sequential (Balci, 1997; Zeigler, 1990), and verification of accuracy tends to be more difficult (Balci, 1997; Sargent, 2008). While the method being proposed and tested in this study may be applicable for the verification of object-oriented simulations, such a claim is beyond the scope of this study. Therefore I will focus on techniques for verifying conventional simulation models, based primarily on descriptions from Whitner and Balci (1989). For each classification I will briefly describe representative techniques.
Informal techniques. These methods are the most common and the most subjective as they rely on human reasoning and intuition. Ideally they are used before executable code is tested.

Desk checking. This method involves reviewing one’s own work, especially in the early stages of design, although it is better if someone else does it.

Walkthrough. This method is more organized than desk checking. It is usually done by a team of peers (not managers) associated with the development of the simulation. A presenter, usually the modeler, leads the team in the walkthrough, with other members playing various roles (coordinator, scribe, user representative, etc.). Prepared test cases are used. Benefits in addition to error correction include documentation, shared responsibility, and shared expertise. Sargent (2008) claimed that this is one of the most commonly used techniques for model verification.

Code inspection. This method is a more standardized approach with a team whose members perform specialized roles. Errors are documented and classified and subsequently included in a written report of the inspection meeting. The designer then corrects defects and documents the corrections. Sometimes a follow-up inspection is necessary. Benefits are similar to the walkthrough.

Review. This method is similar to code inspection but involves management personnel and is conducted at a higher level with a focus on compliance to stated objectives, standards, guidelines, and specifications rather than accuracy of code. Otherwise the process is essentially the same as code inspection.
Audit. An audit is performed by a single person on a periodic schedule to provide a trail of decisions, actions, etc. It may include “meetings, observations, and examinations” (Whitner & Balci, 1989, p. 11).

Advantages and disadvantages. Informal techniques of verification require little in the way of computer resources but a lot of human resources. They can be subject to human error, which may be minimized if standardized procedures are used. Informal techniques are especially useful early in the design process, but they should not be the only form of verification.

Static techniques. These methods focus on the characteristics of the static model source code—including coding techniques and practices used—but do not require model execution. These may be conducted at any point in the development process and are generally more complex than informal analysis.

Syntax analysis. This method is among the most widely used of verification techniques because it is usually performed automatically by the source code compiler. It generates lots of documentation on data elements as well as submodels and their relationships and interfaces, which can be useful for debugging during dynamic analysis.

Semantic analysis. This occurs during source code translation as the compiler “attempts to determine the modeler’s intent in writing the code” (Whitner & Balci, 1989, p. 13), which the modeler should then verify. This method also provides lots of documentation, including uninitialized variables and unintended side effects. It is also useful when combined with dynamic analysis techniques.

Structural analysis. This method focuses on determining whether best practices for software design are being used, especially for “sequence, selection, and iteration”
control structures, which are the fundamental building blocks of conventional simulations. A structural graph of control flow may show “anomalies, such as multiple entry and exit points, excessive levels of nesting within a structure, and questionable practices such as the use of unconditional branches” (Whitner & Balci, 1989, p. 15) which can be examined in detail later.

*Data flow analysis.* This method involves examining model variables and their values, dependencies, and transformations. Data flow graphs assist in visualizing relationships and sequences and in troubleshooting problems.

*Consistency checking.* This method requires examining the model description for contradictions and for consistent use of data (usually documented in a data dictionary). Consistency checking usually utilizes documentation produced during syntax and semantic analysis.

*Advantages and disadvantages.* Static analysis techniques require moderate computer resources (automated tools but no model execution) and fewer human resources than informal techniques. Static analysis complements other methods, in particular by providing extensive documentation.

*Dynamic techniques.* These methods involve executing the model and observing its behavior. The complexity of models (in terms of possible execution paths) can make it difficult to determine the best objectives and methods of testing. Decisions can be informed by static and symbolic analyses. Dynamic techniques usually require model instrumentation, which involves inserting code into the executable model to collect information about model behavior.
**Top-down testing.** Using this method, developers begin by testing the global model, then the submodels. Calls between levels utilize “stubs” or dummy models which do nothing except allow the model to complete its call.

**Bottom-up testing.** In this method, submodels are completed and tested first, often incrementally. Then they are integrated and the integration is tested.

**Black-box testing.** This technique is also known as functional testing and is concerned with *what* is produced by the model. Inputs are fed into the model and outputs are analyzed based on model specifications. This approach is typically used for the global model after all submodels have been tested with another approach.

**White-box testing.** In contrast to black-box testing, this method is concerned with *how* outputs are produced—execution paths based on data flow and control flow graphs (see data flow analysis above).

**Stress testing.** This technique uses extreme values for inputs. If the model performs well under stressful conditions, it is more likely to be correct (although not necessarily). Errors that do occur might indicate potential problem areas under normal conditions as well.

**Debugging.** Debugging is the process of finding and removing errors that were discovered during testing. Debugging is time-consuming and expensive but necessary.

**Execution tracing.** This is a form of model instrumentation that uses traces to follow model execution, data flow, variable declaration, etc. It is typically used for debugging purposes rather than on its own for verification.
**Execution monitoring.** This method is less detailed than execution tracing. It may degrade model performance but can benefit from the use of statistical methods by sampling data at fixed intervals.

**Execution profiling.** This is similar to monitoring but at yet a higher level.

**Symbolic debugging.** Using this technique the modeler uses a tool to set break points in the model execution for manual control, for example, to set variable values or replay execution. Symbolic debugging is often used after other dynamic techniques have been used to identify a problem.

**Cause-effect graphing.** Based on the model specification, a decision table is created in which “[c]auses are input conditions, effects are transformations of output conditions” (Whitner & Balci, 1989, p. 28). This decision table is the basis for constructing high-yield test cases.

**Regression testing.** This practice involves rerunning previous tests after mistakes have been corrected to ensure that there are no side effects of the corrections.

**Statistical analysis.** This is not itself a verification technique but is often used to analyze the large amounts of data generated by dynamic analysis techniques. Smith (1996) argued that because the outputs of micro-simulation runs differ due to their stochastic nature, methods such as analysis of variance may be used to understand these empirical data. Similarly, in discussing social science simulations, Axelrod (2007) recommended multiple runs based on identical parameters followed by statistical analyses to determine “just which results are typical and which are unusual” (p. 7). Examining the correlations of the runs can provide estimates of the reliability of the model (Garson, 2009).
Advantages and disadvantages. Dynamic analysis techniques have a high cost in human resources as much data may be generated that must be examined. Also, for models of any complexity, not all possible execution paths may be tested. Only adequate test coverage is possible. Execution history can serve as documentation of model structure and performance, which is especially important for regression testing when tests are rerun (Krahl, 2005).

Formal analysis. These techniques are based on formal mathematical proof of correctness that is usually not attainable. Therefore I will only briefly summarize this approach. “Correctness” in this sense means “that the model meets its specifications” (Whitner & Balci, 1989, p. 35). The Lambda calculus (\(\lambda\)-calculus) “is a system for transforming the programmed model into formal expressions … so that mathematical proof techniques can be applied” (p. 35). Another alternative is to express the programmed models as predicates and use the predicate calculus. Other options include inference, logical deduction, and induction.

Methods of Collecting and Analyzing Interaction Data

Because the method proposed in this study entails the collection and analysis of data generated by the execution of a simulation model, I will discuss some past and current approaches to gathering and making sense of such data. In the past twenty years, interest has grown regarding the need to collect data on users’ interactions with hypermediated environments. Hypermedia is defined as “the use of text, data, graphics, audio and video as elements of an extended hypertext system in which all elements are linked so that the user can move among them at will” (“Hypermedia,” n.d.). A user’s particular sequence of choices from among a prescribed set of alternatives in a hypermediated environment has been referred to metaphorically as an audit trail, an
information trail, a solution path, a navigation path, and in an educational context, an
instructional path. Schwier and Misanchuk (1990) attributed to M. W. Petruk the term
“audit trail” as a description of “the instructional path taken by each learner” (p. 1).
Williams and Dodge (1993) propagated the use of the term in their description of
methods for collecting and analyzing data from computer-based instruction, as did Judd
and Kennedy (2004). More recently, Loh proposed “information trail” as “a series of
agent-detectable markings left by another moving agent within an information ecology”
(2007, p. 329, emphasis in the original). The term “navigation path” is generally used in
the context of Web analytics to describe the sequence of links followed by a user, which
is sometimes called a “clickstream.”

In a series of papers, Schwier and Misanchuk (1990; Misanchuk & Schwier,
1991, 1992) discussed the reasons for collecting audit trail data, methods for analyzing
those data, and problems encountered during collection and analysis. They noted the
increasing interest in naturalistic observation and the concomitant feature of the audit trail
as an unobtrusive method for obtaining data. They proposed that descriptive data
captured at decision points could be used for a variety of purposes. During formative
evaluation of specific instructional products, such data may indicate where and how
learners make errors. Audit trail data may also be used to derive generalizable rules about
the construction of paths through interactive or hypermediated instruction, especially
when combined with other data “to explain the influences of social variables, individual
differences, and cognitive style on the paths taken through the instruction” (Schwier &
Misanchuk, 1990, p. 3). McEneaney (2001) extended this idea by suggesting that the
association of paths and outcomes may be used to design better paths for different user
needs and objectives. Finally, audit trail data may be used for conducting basic research on the design of computer-mediated environments.

Schwier and Misanchuk (1990) described both descriptive and inferential approaches to analyzing audit trail data. For the former, the simplest method proposed was a raw (unsummarized) data matrix, which would be relatively easy to construct yet difficult to interpret. A summarized version of this matrix would show nodal frequencies and proportions, but it would be difficult to interpret relationships across nodes. Judd and Kennedy (2004) also recognized the limitation of simple counts for discovering and interpreting meaningful patterns in the navigation of complex environments. Williams and Dodge (1993) recommended selecting a small sample of raw data due to limited resources and utilizing qualitative methods to seek phenomena of interest. Given subsequent advances in computing power and software capabilities, this advice may no longer be relevant.

Methods proposed by Schwier and Misanchuk (1990) for visually representing audit trail data include a “petit-point pattern” inspired by Tukey’s stem-and-leaf representation of data, and an audit trail tree that uses line thickness to represent path frequency. They discussed using inferential approaches for comparisons between groups and, like Frick (1990), realized the potential for confusion with path analysis in multiple regression. They noted that a normal distribution cannot be assumed and proposed collecting data for a large group of users and regarding that as the “usual distribution” (p. 7) for comparison with data for an individual. This approach might lend itself to the use of a chi-square one-sample goodness of fit test to determine “statistical significance of observed deviations from ‘usuality’” (p. 7). Williams and Dodge (1993) proposed time
series and non-linear regression as viable statistical techniques for analyzing trend patterns in data gathered over time. McEneaney (2001) proposed formalizing the node-and-link model of hypertext as both an adjacency matrix for computational analysis and a di-graph for visual analysis.

There are many potential problems related to the collection and analysis of audit trail data. In particular, many interactive or hypermediated environments are multilinear, which can make it difficult to define the differences between individual audit trails and to combine and compare groups of audit trails (Schwier & Misanchuk, 1990; Misanchuk & Schwier, 1991). Furthermore, audit trails may be of different lengths and may loop back to previously visited nodes. Depending on how navigation decisions are coded, data may lack context, which Schwier and Misanchuk call “the dependency problem” (1990, p. 3). In brief, given a sequence of numbers representing choices made at each decision point, the meaning of a number depends on the previous numbers (decisions). That is, if two learners each have “1” in the second position, that “1” means something different if one learner chose “2” in the first position and the other chose “3” (because they followed different paths and presumably where given different choices at the second position).

Williams and Dodge (1993) addressed the dependency problem by capturing contextual data along with user actions. They described the programming constructs used to capture categorical data of user actions that included the action taken by the user (e.g., mouse click, menu selection, keyboard response), the location of a mouse event (X/Y coordinates for both click and release when relevant), and the time at which the interaction occurred. At the time, they were working with HyperCard, a programming application for the Macintosh computer. Objects created in HyperCard could contain
scripts (handlers) that responded to events. They created four major handlers to track learner actions (trails). These handlers initiated the trail variable in memory, added events to the trail, saved the trail in a text file on disk, and output the trail. They identified several possible types of measurement errors that may be caused by general disruptions, accidents and carelessness, offline behaviors, confusion leading to unintended mistakes, disinterest, perceived intrusiveness, and individual differences in learners.

More recently, Judd and Kennedy (2004) adapted exploratory sequential data analysis (ESDA) techniques for use with audit trail data from multimedia or hypermedia environments. They described four techniques for sequence analysis, one of which deals with state transitions. This technique is “based on Guzdial’s (1993) adaptation of Markov chain analysis” (p. 479) and results in diagrams with probabilities of sequences. Judd and Kennedy concluded that EDSA techniques are useful in understanding users’ interactions with multimedia applications and may prove fruitful in the analysis of computer-mediated discussions (cf. the use of APT in Barrett, Howard, & Frick, 2011 and Howard, Barrett, & Frick, 2010).

While “audit trail” may be sufficiently descriptive of the researcher’s intent in collecting these data, it carries financial connotations that may confuse or mislead the reader. “Information trail” is in some ways preferable to “audit trail,” but the use of the word “information” is too imprecise for our purposes. Instead, at the risk of muddying the waters with yet another term, I propose “interaction trail” to stand for the sequence of actions performed by a user in a hypermediated environment. These actions may be programmatically coded or manually coded by an observer.
Summary

The purpose of this literature review was to provide a foundation for the reader to understand the context of the problem and how this study seeks to address that problem. The design and use of simulations and games for experiential learning is on the rise, in large part because of their potential to provide safe, authentic, and active learning; to engage and motivate through immersive scenarios with optimally challenging tasks; and to facilitate transfer of knowledge and skills to the real world. However, an inappropriate degree of fidelity can overwhelm novices, frustrate experts, and—most importantly—potentially lead to misunderstandings and adversely affect learning, especially when flaws in a computational model lead to results and feedback that are inconsistent with the real world.

It is therefore critical that designers of games and simulations for learning be able to gauge whether their computational models have achieved the appropriate degree of accuracy given the intended use of their creations. In the following chapters, I will propose and test a new method for verifying whether a computational model has achieved the desired degree of accuracy, for identifying aspects of the model that may be improved, and for measuring the impact of design decisions on the accuracy of the model’s performance.
CHAPTER 3: ANALYSIS OF PATTERNS IN TIME FOR MODEL VERIFICATION

The purpose of this study is to describe, test, and improve a method for verifying and improving the accuracy of a simulation’s computational model with respect to the conceptual model of a real-world phenomenon. The proposed method is an application of Frick’s (1990) analysis of patterns in time (APT). In this chapter I provide a detailed description of the method, which I refer to as “analysis of patterns in time for model verification” (APTMV) to make clear the particular application of APT. The goal of APTMV is to provide quantified evidence of the accuracy of a computational model by comparing the behavior of and results from a computational model with predictions made based on the related conceptual model.

In this chapter I provide an explanation of analysis of patterns in time (Frick, 1990), the foundational method that is being applied in a heretofore untested context. I also provide examples of studies which have used APT to analyze diverse systems of interest. This chapter concludes with a description of the proposed process for applying APT for model verification and improvement, including the necessary conditions under which the method should be used and considerations for alternative use.

Analysis of Patterns in Time

Map & Analyze Patterns & Structure Across Time (MAPSAT) is a set of relation mapping and analysis methods developed by Dr. Theodore Frick and Kenneth Thompson. Frick’s MAPSAT research group at Indiana University is developing software to conduct MAPSAT analyses of systems, including a database designed to facilitate the analysis of temporal and structural patterns of systems. The MAPSAT method for analyzing temporal patterns—known as Analysis of Patterns in Time
(APT)—will be utilized in this study. Therefore we will begin with a brief overview of MAPSAT, focusing on APT.

Frick (1983) proposed a method for analyzing temporal patterns in his doctoral dissertation. Originally conceived “in the mid-1970s as a methodology of classroom observational research to investigate patterns of transactions among students, teachers, curricula, and educational settings,” (Frick, 1990, p. 181) nonmetric temporal path analysis (NTPA) was based on concepts from set, probability, information, and general systems theories, in particular as synthesized by Maccia and Maccia as the SIGGS (set, information, graph, and general systems) theory model (Frick & Thompson, 2008). Frick concluded that this approach was superior to the linear models approach (LMA) when studying stochastic educational relations.

In 1990, Frick changed the name of the method to Analysis of Patterns in Time (APT) to avoid confusion with statistical path analysis. In the late-1990s, Frick began collaborating with Thompson, who had been working on Axiomatic Theories of Intentional Systems (ATIS) as an extension of SIGGS (Thompson, 2005, 2008a, 2008b), a “logico-mathematical theory model for analyzing and predicting behavior of systems that are goal-directed or intentional” (Frick & Thompson, 2008, p. 71). This led to a method of measuring system structure which, when combined with Frick’s method of measuring system dynamics (temporal patterns), became Analysis of Patterns in Time and Configuration (Frick, Myers, Thompson, & York, 2008). Because both methods may be conceived as the mapping of patterns, the combined methods became known as MAPSAT: Map and Analyze Patterns and Structures Across Time. Therefore MAPSAT consists of two methods: Analysis of Patterns in Time (APT) and Analysis of Patterns in
Configuration (APC). It is theoretically possible to combine these methods to examine changes in the structural properties of a system over time.

APT is an empirical approach to observing and coding phenomena as mutually exclusive and exhaustive categories within classifications. In effect, researchers create measures of temporal patterns by counting the occurrences of these categories (Frick, 1990). Once these data have been collected, researchers specify APT queries to calculate the probability of joint and/or sequential patterns of interest. This is different than the linear models approach of measuring variables separately and using statistics to analyze their relations (Frick et al., 2008). For example, an early study (Frick & Rieth, 1981, as cited in Frick, 1990) applied APT in the classroom observation of academic learning time of handicapped students. Of the numerous classifications used in the study, the analysis of two time measures—the amount of available instruction and the amount of student engagement—revealed a high proportion of student engagement when direct instruction occurred (0.967) as opposed to a much lower proportion when nondirect instruction occurred (0.573). Frick (1990) noted that “students were 13 times more likely to be off task during nondirect instruction than during direct instruction,” whereas “the linear correlation between direct instruction and student engagement was about 0.57 … [which] does not reveal the clear pattern indicated by the APT time measure functions for joint events” (p. 184).

In recent years, several studies with diverse research questions have utilized APT maps as a way of understanding temporal patterns of data. An (2003) applied APT in usability tests of software to analyze the frequency of various types of mode errors and their relationship to categories of design incongruity. Frick, Chadha, Watson, and
Zlatkovska (2010) analyzed student evaluations of courses using APT. Among their findings was that “students were three to five times more likely to agree or strongly agree that they learned a lot and were satisfied with courses when they also agreed that [Merrill’s] First Principles of Instruction were used and students were frequently engaged successfully.” Koh (2008) used APT to study the relationship between scaffolded instruction and computer self-efficacy among pre-service teachers. Howard, Barrett, and Frick (2010) used APT to determine the frequency of desirable discourse patterns in the asynchronous computer-mediated communications of pre-service teachers who were critiquing each other’s work. Barrett, Howard, and Frick (2011) used APT to investigate the relationship between the quality of a student’s product (a website created by the student) and the types of comments that the product received as well as the types of comments that the student made about other students’ products.

These varied studies indicate (but do not encompass) the range of applications for APT in educational research. Because my research agenda currently focuses on the design and use of games and simulations for learning, I was drawn to MAPSAT because its methods enable the study of events and relationships in systems. As Salen and Zimmerman (2004) and others have argued, games—and especially contemporary digital games—are complex systems and should be studied as such. I see great potential for applying MAPSAT to the study of games, simulations, and other hypermediated environments.

Description of the APTMV Method

Purpose

The purpose of APTMV is to provide quantified evidence of a computational model’s accuracy with regard to the conceptual model that it represents. I use the term
“quantified” because the data that are gathered—the map of joint and sequential patterns—are not quantitative in nature; instead, a logical analysis of an APT map yields a calculated probability of an event (Frick, Barrett, Enfield, Howard, & Myers, 2009). In APTMV, one calculates the probability of the specified interaction patterns leading to a desired outcome referred to as the threshold of confidence.

Situational Factors

Timing. APTMV may be used for formative evaluation of a computational model as long as it is possible to generate gameplay data for analysis. Complex simulations with stochastic outcomes will probably require a large amount of data, more than may be feasible to generate through manual gameplay. Instead, designers should include the capability to simulate gameplay through an automated means. The amount of data required for a thorough analysis of a computational model will depend on a number of factors, including the number of decisions that a player must make, the number of variables influencing those decisions, and the number of possible outcomes of those decisions.

APTMV may also be used for summative evaluation of a computational model. In this case, users will have played the simulation and generated gameplay data. A benefit of this approach is that users will sometimes make illogical, unpredictable choices that can uncover errors in the computational model that may not be found through simulated gameplay. Additionally, experienced gamers in particular are likely to detect and exploit flaws in the game, and the use of those strategies should stand out because they will be inconsistent with the strategies predicted to be successful based on the conceptual model.
**Type of simulation.** Classification of simulations is discussed in detail in the review of the literature. APTMV should be useful in testing any simulation that has expected outcomes (i.e., is based on theory and/or empirical observation) that can be expressed as patterns of joint and/or sequential occurrences of events.

**Outline of the APTMV Method**

The following outline includes the major steps of the procedure along with guiding questions and explanations. I recommend that a subject matter expert—ideally someone who was not closely involved in the design of the simulation—lead the verification effort. This approach is consistent with several other verification methods described above.

1. Formulate the conceptual model as patterns of temporal events.
   a. What actions does the model specify or imply?
   b. What conditions influence or mediate those actions?
   c. What are the probable results of those actions?

2. Map those events to actions that may be taken in the simulation.
   a. What are the mechanics/controls in the simulation?
   b. How can those mechanics/controls be used, and what conditions influence or mediate their use?
   c. What are the possible outcomes?

3. Validate mappings of events to simulation actions.
   a. Review by selected experts who are knowledgeable about the conceptual model.
b. Possible approaches (depending on the nature of the mappings) include but are not limited to asking experts to:
   i. Agree or disagree with mappings and provide rationale and alternatives.
   ii. Assign probabilities to possible results.
   iii. Rank order possible results.

4. Identify the data associated with those actions that are required for analysis.
   a. Specify in terms of mutually exclusive and exhaustive classifications and categories, as described by Frick (1990).

5. Specify the threshold of confidence.
   a. Given the intended use of the simulation, what are the required probabilities for the model to be considered sufficiently accurate?

6. Programmatically collect and store the data.
   a. Data requirements are based on classifications and categories.

7. Format the data for insertion into the specialized MAPSAT database.

8. Specify queries of the data for patterns of interest using MAPSAT software.
   a. Patterns of interest are those actions in the simulation that map to events indicated in the conceptual model.
   b. Patterns may be joint occurrences of categories and/or sequences of categories.

Note: Because the necessary MAPSAT software is not yet fully operational, manual examination of the data is necessary.
9. Analyze the results of queries to ascertain the probability that the computational model accurately represents the conceptual model. Depending on the type of data collected from experts, this may require statistical analysis or a more qualitative method.
CHAPTER 4: METHODS

The purpose of the following overview is to describe the emergence of educational design research (EDR) as a valid research design. As Reeves (2006) has argued, “Educational technology is first and foremost a design field, and thus design knowledge is the primary type of knowledge sought in this field” (p. 61). Because this study seeks to test a method for improving the design of simulations and games for learning, a design-oriented approach is appropriate for generating this kind of design knowledge. Following this overview, I will describe how EDR will be applied in this study.

Overview of Educational Design Research

My particular field of interest is instructional design, which goes by many names including instructional technology, instructional systems technology, and educational technology. During my initial studies in instructional design, I was introduced to the major theories, models, and processes that constitute the standard, systematic approach to designing instruction. Molenda (2008) provides a concise history of the modern field’s progression through several eras in the 20th century—from the Visual and Audio-Visual Instruction Movements, through Educational Radio, Educational Television, and Computing and Programmed Instruction. An important aspect of this history is the development of the systems approach to instructional design, which grew out of operations research and systems analysis, techniques that originated during World War II for the design of training in man/machine operations. Molenda emphasizes that the adoption of the systems approach in the field of instructional technology was less rigorous than its application in the military; instead it was recognized as “a loose set of guidelines that were applicable to the complex problems of human learning only by
analogy and not the sort of completely deterministic and tightly controlled methodology described by some of its detractors.” (p. 13)

Nevertheless, the systems approach gave birth to a plethora of instructional systems design models in the 1970s and 1980s, and many researchers today continue to develop prescriptive models and processes for the design of instruction. These models and processes are routinely taught to instructional design students and employed—sometimes slavishly—by less experienced designers who seem to find comfort in the certainty of a prescribed approach when faced with the complex problem of helping people to learn (Gordon & Zemke, 2000; Zemke & Rossett, 2002).

However, there seems to be a growing interest in the field in recognizing the complex, situated nature of learning in naturalistic settings (Barab & Squire, 2004), in acknowledging that this complexity creates the potential for unexpected, emergent behavior (Sims & Koszalka, 2008), and in characterizing the design of instruction as a “wicked problem” (Rittel & Webber, 1973) with many potential solutions and a vexing resistance to reduction and analysis. This has led educational researchers to adopt design research methods that were pioneered in other design fields such as architecture and industrial design and to venture from their laboratory settings in order to study and refine their designs and related theories amid the confounding variables of the real world.

Educational design research (van den Akker, Gravemeijer, McKenney, & Nieveen, 2006) encompasses many related approaches or frameworks such as design experiments (Brown, 1992; Collins, 1992), development research (van den Akker, 1999), formative research (Reigeluth & Frick, 1999), design-based research (Barab & Squire, 2004; DBRC, 2003), and design and development research (Richey, Klein, & Nelson,
These approaches have subtle differences but similar goals and methods (van den Akker et al., 2006; see Wang & Hannafin, 2005, for a comparison of these approaches).

Educational design research has its roots in the “design experiments” of the 1980s created by educational researcher Ann Brown, who was trained as a “classic learning theorist prepared to work with ‘subjects’ (rats, children, sophomores), in strictly controlled laboratory settings” but who ended up studying learning “in the blooming, buzzing confusion of inner-city classrooms” (Brown, 1992, p. 141). Brown says that her design experiments were informed by the procedures of design sciences and that her goal was “to engineer innovative educational environments and simultaneously conduct experimental studies of those innovations” (p. 141).

A decade later, researchers interested in studying learning in naturalistic settings and inspired by Brown’s approach began a concerted effort to define the standards and argue the legitimacy of this type of research through design. For example, the Design-Based Research Collective defined design-based research (DBR) as “an emerging paradigm for the study of learning in context, through the systematic design and study of instructional strategies and tools” that involves “continuous cycles of design, enactment, analysis, and redesign” (DBRC, 2003, p. 5). Similarly, Reigeluth and Frick (1999) described formative research as “a kind of developmental research or action research that is intended to improve design theory for designing instructional practices or processes” (p. 633). In general, these various approaches to EDR attempt to understand and explicate the relationships among theory, artifacts, and practice while creating or refining generative or predictive theories of learning. In addition to contributing generalizable
knowledge, EDR seeks to produce desired changes in the setting, and it considers the success of these changes as evidence in support of theory. This pragmatic approach draws on the philosophies of Dewey and Peirce, “both of whom have provided systems of inquiry rooted not in claims of truth, but rather in the viability of theories to explain phenomena and produce change in the world” (Barab & Squire, 2004, p. 7).

Research methods in EDR may be quantitative or qualitative or mixed (Kelly, 2006) and often involve rich descriptions of events as well as detailed documents intended to connect processes to outcomes. As with most qualitative methods, in EDR trustworthiness and credibility are related to reliability and validity (Glesne, 2006), while usefulness is similar to generalizability and external validity. Barab and Squire (2004) equated usefulness with consequentiality. In discussing DBR, Hoadley (2004) suggested that rather than measurement validity, DBR is concerned with treatment validity (treatments align with the theories they represent) and systemic validity (the theories are “communicated in a way that is true to the inferences used to prove them”; p. 204). In discussing formative research, Reigeluth and Frick (1999) suggested that instead of validity, the major concern in developing design theory is preferability, which they defined as “the extent to which a method is better than other known methods for attaining the desire outcome” (p. 634). The degree to which effectiveness, efficiency, and appeal are valued in a given situation is important in determining the preferability of a method.

The generalizability of outcomes in EDR is problematic because context is recognized as a significant factor. Because the researcher is usually a participant-observer, he or she must make clear that claims are founded on researcher-influenced situations and may not transfer readily to other contexts. This creates threats to credibility
and trustworthiness that must be addressed. One approach is to intervene when necessary in the implementation of a design, and then to study the impact of the intervention as it relates to theoretical issues. As with other kinds of case studies, a design case study can add support to generalizations derived from a collection of related cases (Edelson, 2002).

**Research Design**

This study may be characterized as a single-case study (Yin, 2009) within the paradigm of educational design research (van den Akker et al., 2006). Many approaches to EDR focus on improving theory, but this study seeks to improve design practice by providing a new method for verifying and improving the fidelity of a simulation’s computational model with respect to the desired degree of accuracy. The process of developing and testing a new method (or theory or model) is necessarily iterative. This study is an early step toward validating Frick’s (1990) analysis of patterns in time (APT) as a reliable method for verifying a simulation’s underlying computational model. This study aims to specify and test a process for such verification. Therefore the research questions addressed in this study pertain to the effectiveness of the method and the ways in which it may be improved for subsequent testing and application. To reiterate, those research questions are:

1. Is the proposed method effective in verifying and improving the accuracy of computational models created for simulations and games?
2. What does the proposed method contribute that is not available through related methods?
3. What improvements can be made to the proposed method?

The first question will be addressed by applying the method to a particular case (described below) and analyzing the results. The second question will be addressed by
applying other methods that are currently used in model verification and comparing the findings of the methods. The answer to the third question will depend on the findings and on my analytical, interpretative, and imaginative faculties. Before describing in detail how I will attempt to answer those questions, I will first provide a description of the case to be used.

**Description of the Case**

The case selected to test the proposed method is an existing online simulation game, the *Diffusion Simulation Game* (DSG), which has as its primary model Rogers’ (1962/2003) description of diffusion of innovations (DOI) theory (Molenda & Rice, 1979). The game is available at https://www.indiana.edu/~simed/istdemo/. This section will begin with a detailed description of diffusion of innovations theory to give the reader a thorough understanding of the conceptual model. This will be followed by descriptions of the original board version of the DSG and the online version of the DSG to give the reader some insight into relevant design decisions of the simulation game.

**The Diffusion of Innovations Theory**

Everett Rogers (1931-2004) grew up in Iowa, where he became interested in the adoption of agricultural innovations and earned a bachelor’s degree in agriculture from Iowa State University (Rogers, 2003; unless otherwise noted, all information in this section is derived from this source). After a stint in the Air Force, he returned to Iowa to pursue graduate studies in rural sociology. While working on his doctoral dissertation, he became convinced that the diffusion of innovations followed a general pattern regardless of the type of innovation or the culture in which it was spreading. He began developing a general model of diffusion and published the first edition of his book, *Diffusion of Innovations*, in 1962. Each subsequent decade he published an updated edition as he
reviewed the latest research and theoretical developments and refined his model. At the time of publication of the fifth edition (2003), Rogers estimated that there were about 5,200 publications on diffusion, with roughly 120 new diffusion publications each year. He claimed that “[n]o other field of behavior science research represents more effort by more scholars in more disciplines in more nations” (p. xviii).

Rogers defines “diffusion” as a social process “in which an innovation is communicated through certain channels over time among members of a social system” (p. 5). The goal of communication with respect to an innovation is to reduce uncertainty by sharing information and subjective evaluations of the innovation. Rogers’ definition contains four main elements that are key to understanding the model, including

1. the nature and attributes of the innovation;
2. the communication channels through which information is disseminated;
3. the time required for individuals to make a decision regarding the adoption of the innovation;
4. the social system through which the innovation is diffused.

**Perceived attributes of innovations.** Rogers defines an innovation as “an idea, practice, or object that is perceived as new by an individual or other unit of adoption” (p. 12). He identified five attributes of innovations which he claims “explain about half the variance in innovations’ rates of adoption” (p. 222).

**Relative advantage.** Rogers defines this as “the degree to which an innovation is perceived as better than the idea it supersedes” (p. 15) and states that this is “one of the strongest predictors of an innovation’s rate of adoption” (p. 233). Influences on the perception of relative advantage include economic factors such as initial cost and
subsequent changes in cost; status aspects such as prestige, which may be more important for earlier adopters; and an individual’s inclination toward “overadoption,” which is adoption without sufficient cause and may be driven by status seeking.

**Compatibility.** This is “the degree to which an innovation is perceived as being consistent with the existing values, past experiences, and needs of potential adopters” (p. 15). Rogers suggests that a change agent (defined below as part of the social system) should have a high degree of empathy and rapport in order to understand a client’s needs, sociocultural values and beliefs, and previous exposure to related ideas.

**Complexity.** Rogers uses this term to mean “the degree to which an innovation is perceived as difficult to understand and use” (p. 16). The perception of complexity is negatively related to the rate of adoption of an innovation (i.e. the more complicated something seems, the slower it will be adopted).

**Trialability.** This is “the degree to which an innovation may be experimented with on a limited basis” (p. 16), ideally in the potential adopter’s own setting and circumstances. Rogers says that peers can serve as “a kind of vicarious trial for later adopters” (p. 258).

**Observability.** This is “the degree to which the results of an innovation are visible to others” (p. 16). The opportunity to observe an innovation in use can stimulate peer discussion and motivate people to seek evaluative information.

**Communication channels.** Rogers places great importance on the sharing of information about an innovation. He defines a communication channel as “the means by which messages get from one individual to another” (p. 18). He describes two general
mediums of communication—mass media channels and interpersonal channels—and two scopes of channels—localite and cosmopolite.

**Mass media channels.** These channels include television, radio, newspapers, magazines, and so on, which enable a small number of people to spread their messages to a large audience. Mass media channels are generally effective in creating awareness about the existence of an innovation, especially among earlier adopters who tend to pay more attention to external sources of information. Rogers claims that mass media may also be effective in changing “weakly held attitudes” (p. 205).

**Interpersonal channels.** Rogers says that these “involve a face-to-face exchange between two or more individuals” (p. 18). Interpersonal communication is less effective in creating awareness or interest in an innovation and more effective in persuading someone to try an innovation about which they are already aware, especially if the message is coming from someone who is “similar in socioeconomic status, education, or other important ways” (p. 18). Rogers defines such similarity as “homophily,” the opposite of which is “heterophily.” While homophily is common in interpersonal networks, heterophily plays an important role because such links usually span dissimilar cliques of individuals and facilitate the diffusion of an innovation across disparate groups in a system.

It is worth noting that in recent years certain communication channels have blurred the distinction between mass media and interpersonal communications. The Internet in particular facilitates one-to-one, one-to-many, and many-to-many communications via e-mail, blogs, and various social network applications such as Facebook updates and “tweets” to followers on Twitter. The impact of these
communication technologies on the diffusion of innovations seems likely to be a fertile area for research.

**Cosmopolite and localite channels.** Cosmopolite channels are “those linking an individual with sources outside the social system under study” (p. 207). Mass media channels are largely cosmopolite as they tend to originate outside the system, while interpersonal channels may be either local or cosmopolite. Rogers states that cosmopolite channels are generally more effective in creating awareness about an innovation, and localite channels are more important at the persuasion stage. The relationship between these types of channels and types of adopters will be discussed below.

The various communication channels described above form a communication network of “interconnected individuals who are linked by patterned flows of information” (p. 337). There is much overlap between the study of diffusion and the study of communication networks, which has come to be known as social network analysis; however, only the most salient aspects of the latter will be touched upon here. The interested reader is referred to Scott’s (2000) handbook for an accessible introduction to the historical development and principal concepts of contemporary social network analysis.

A key concept of communication networks is the idea of communication proximity, which Rogers defines as “the degree to which two linked individuals in a network have personal communication networks that overlap” (p. 338). In an *interlocking personal network*, all individuals interact with each other (i.e., form a clique); in a *radial personal network*, individuals are linked to a focal individual but do not interact with each other, leading to more openness (information exchange with the environment). The
close proximity of interlocking networks is associated with homophily, while radially is associated with cosmopolite channels and is positively related to innovativeness. Thus, while heterophilous links of low proximity—which Granovetter (1973) called “weak ties”—are relatively rare, they create important bridges between cliques and facilitate the communication of information. These individuals can also serve as “gatekeepers” (p. 155) and prevent or delay the flow of information.

**Time.** Based on decades of observation and research, Rogers developed a model of the innovation-decision process, which he defines as “the process through which an individual (or other decision-making unit) passes from first knowledge of an innovation, to the formation of an attitude toward the innovation, to a decision to adopt or reject, to implementation and use of the new idea, and to confirmation of this decision” (p. 20). Rogers describes five stages in this process. In the first edition of his book (Rogers, 1962), these stage were: awareness, interest, appraisal, trial, and adoption. By the fifth edition (Rogers, 2003) these stages had become: knowledge, persuasion, decision, implementation, and confirmation—and he contends that they usually occur in this specific sequence unless, for example, the decision stage precedes the persuasion stage because adoption was declared mandatory by an authority figure.

**Stage 1: Knowledge.** At this stage the individual becomes aware of the existence and function of the innovation and seeks to reduce uncertainty about what it is and how it works. Mass media channels are especially effective at this stage. An individual may seek information about an innovation to reduce dissonance. Rogers identifies three types of knowledge about an innovation:
• Awareness knowledge (What is it?). The individual becomes aware that the innovation exists, which may lead to the next two types of knowledge. Awareness knowledge is usually best achieved through mass media channels.

• How-to knowledge (How does it work?). This information is necessary to use an innovation properly and is probably most essential to individuals in the decision stage when they become willing to try an innovation.

• Principles knowledge (Why does it work?). This information deals with the functioning principles underlying how an innovation works.

A change agent’s efforts to spread information about an innovation may be thwarted by (a) an individual’s tendency toward selective exposure, by which the individual is less likely to attend to messages that are inconsistent with his or her existing attitudes and beliefs, and (b) selective perception, by which the individual is likely to interpret messages in terms of his or her existing attitudes and beliefs.

Stage 2: Persuasion. At this stage the individual forms an opinion about the innovation by seeking to reduce uncertainty about the consequences of adopting the innovation. Interpersonal communications with near peers (based on their personal experience with adoption of the innovation) provides information that is more relevant to the individual’s particular situation. The main type of thinking at this stage is affective (or feeling). Selective perception is especially important here as the individual seeks new information and decides what messages seem credible. The perceived attributes influence the individual’s opinion of the innovation.

The individual may experience dissonance as a result of the growing gap between his or her attitude toward the innovation and use of the innovation. Rogers refers to this
as the *KAP-gap*, where “KAP” stands for “knowledge, attitudes, practice” (p. 176). This gap may motivate the individual to try the innovation. At this stage, the individual “seeks social reinforcement from others of his or her attitude toward the innovation” (p. 175) so mass media messages are ineffective in providing personalized and credible reinforcement of the individual’s beliefs about the innovation.

**Stage 3: Decision.** At this stage the individual makes a choice regarding adoption of the innovation. Individuals often try to reduce uncertainty by trying the innovation on a limited basis, if possible. For some individuals and some innovations, trial by a peer may suffice. “A demonstration can be quite effective in speeding up the diffusion process, especially if the demonstrator is an opinion leader” (p. 177).

The knowledge-persuasion-decision sequence may be influenced by whether the culture is primarily individualistic or collectivistic. In the latter case, the sequence may be knowledge-decision-persuasion for certain individuals if the collective decides to adopt before the individual is convinced.

**Stage 4: Implementation.** This stage involves overt behavior change as the individual puts the innovation into use. Even though the individual has made the decision to adopt (or reject), there is still some degree of uncertainty, especially concerning operational problems that may be encountered. Here the change agent may serve as a technical consultant and provide knowledge about procedures and principles relevant to the innovation. Otherwise the individual may experience dissonance and seek to reduce it by discontinuing use of the innovation.

During implementation, the individual may “re-invent” the innovation to suit better his or her needs and conditions. Rogers defines *re-invention* as “the degree to
which an innovation is changed or modified by a user in the process of its adoption and implementation” (p. 180). Reinvention may increase the rate of adoption and sustain the use of the innovation over a longer period of time.

**Stage 5: Confirmation.** At this stage the individual seeks reinforcement for the decision or reverses the decision, which Rogers calls *discontinuance*: “a decision to reject an innovation after having previously adopted it” (p. 190). Disenchantment discontinuance results from dissatisfaction with an innovation, while replacement discontinuance involves the adoption of a new and better idea. Later adopters (laggards) are more likely to discontinue the use of an innovation. Rate of adoption (defined below) and discontinuance are inversely proportional. “Innovations that have a high rate of adoption should have a low rate of discontinuance” (p. 191).

There are a few key concepts which are related to and/or influence the innovation-decision process. The first is *rate of adoption*, which Rogers defines as “the relative speed with which an innovation is adopted by members of a social system” and which is usually measured “by the length of time required for a certain percentage of the members of a system to adopt an innovation” (p. 23). The cumulative frequency of adoption results in an S-shaped curve, but the slope of the curve varies depending on the perceived attributes of the innovation and differences in social systems. The main goal of the change agent is to accelerate the rate of adoption.

According to Rogers, a change agent can have the greatest impact on rate of adoption by persuading opinion leaders to adopt, which is likely to occur “somewhere between 3 and 16 percent adoption in most systems” (p. 223). When the diffusion curve reaches about 10 percent to 20 percent adoption, critical mass is achieved. Rogers defines
critical mass as “the point after which further diffusion becomes self-sustaining” (p. 343). This point is especially significant for communication technologies, which benefit from “a process of reciprocal interdependence” by which later adopters increase the value of the innovation for earlier adopters. Rogers’ prescribed strategies for reaching critical mass include

- targeting highly respected individuals;
- influencing individuals’ perceptions (e.g., convincing them that critical mass has already been achieved);
- targeting intact groups who are more likely to adopt (e.g., a research and development unit);
- providing incentives for early adoption.

Rogers distinguishes between critical mass and individual threshold, which he defines as “the number of other individuals who must be engaged in an activity before a given individual will join that activity” (p. 355). The threshold is at the individual level, while critical mass is at the system level. An individual’s threshold may be lower if previous adopters include several people who are in the individual’s personal network.

**Social system.** The fourth and final element in Rogers’ model is the social system in which the innovation is to be diffused, which Rogers defines as “a set of interrelated units that are engaged in joint problem solving to accomplish a common goal” (p. 23). A social system may have a formal structure, such as a bureaucracy with hierarchical positions and rules, or an informal structure, such as interpersonal networks with patterned communications among primarily homophilous individuals.
A change agent is “an individual who influences clients’ innovation-decision in a direction deemed desirable by a change agency” (p. 27). A change agent may be a member of the social system but often comes from outside the system. He or she usually possesses a high degree of expertise, which makes him or her heterophilous with respect to most others in the system. Rogers recommends that the change agent establish rapport with individuals in the system in order to understand their needs and create an information exchange relationship. This may involve diagnosing problems in the system and developing in people a sense of need for change, which should then be cultivated into intent to change. Rogers notes that focusing on early adopters (defined below) can be especially effective as they tend to share certain traits with change agents and also have more influence with their peers. Utilizing their interpersonal networks can move their near peers through the persuasion and decision stages toward adoption.

Rogers categorizes the individuals who form a social system according to their innovativeness, which he defines as “the degree to which an individual or other unit of adoption is relatively earlier in adopting new ideas than the other members of a system” (p. 22; see Figure 1).
Rogers claims that an individual’s network interconnectedness “is positively related to the individual’s innovativeness” (p. 330) so that the less connected an individual is, the slower he or she will be in adopting an innovation. Rogers acknowledges that innovativeness is a continuous rather than a discrete variable; nevertheless his categories provide a means of distinguishing among individuals based on their openness to innovations and other related attributes. Such audience segmentation enables the change agent to use different communication channels with different types of adopters at different stages in the innovation-decision process to accelerate the overall rate of adoption. Rogers’ five adopter categories in order of innovativeness are:
**Innovators.** These individuals actively seek information about new ideas through relatively greater exposure to mass media and interpersonal networks that extend well beyond their local system. Therefore they generally play “a gatekeeping role in the flow of new ideas into a system” (p. 283). They tend to be more technologically adept and have a greater tolerance for uncertainty, characteristics which make them less homophilous with others in the system and thus less credible as role models.

**Early adopters.** These individuals are more localite than innovators and have “the highest degree of opinion leadership in most systems” (p. 283). Rogers defines *opinion leadership* as “the degree to which an individual is able to influence other individuals’ attitudes or overt behavior informally in a desired way with relative frequency” (p. 27). Early adopters’ and opinion leaders’ innovativeness is tempered by the *system norms*, which Rogers defines as “the established behavior patterns for the members of a social system” (p. 26). When a system is more open to change, early adopters and opinion leaders will exhibit a higher level of innovativeness. Other characteristics of opinion leaders include more exposure to mass media, greater contact with change agents, greater social participation, a more central role in the system’s communication structure, and a somewhat higher socioeconomic status.

Because of these distinguishing characteristics, opinion leaders—who tend to be early adopters—play a crucial role in the diffusion of an innovation, especially in reaching critical mass and influencing later adopters. However, a change agent may overuse an opinion leader in diffusion activities so that the opinion leader becomes perceived as too similar to the change agent, thereby losing credibility. In general, though, “opinion leadership structures are stable in the relatively short term” (p. 312).
**Early majority.** These individuals tend to interact frequently with their peers but generally aren’t considered opinion leaders. Rogers has noted that “[a]dopter distributions follow a bell-shaped curve over time and approach normality” (p. 275) and that the early majority accounts for roughly a third of the individuals in a system.

**Late majority.** These individuals tend to be skeptical and cautious, but they are susceptible to peer pressure once uncertainty is sufficiently reduced. Like the early majority, they constitute a third of the population in a system.

**Laggards.** These individuals are the most localite of all types and have almost no opinion leadership. They are the least connected to others in the system with many being near isolates, making them difficult to influence.

Rogers provides several generalizations regarding the differences between “early knowers” and “late knowers.” Research on diffusion has consistently found that “individuals’ socioeconomic status is highly related to their degree of change agent contact” (p. 159) which is in turn related to their degree of innovativeness. Early knowers tend to be better educated, wealthier, and have a higher social status and greater upward mobility. They are likely to be less dogmatic, better able to cope with uncertainty, and have a more favorable attitude toward science. In terms of their communication behavior, they have more exposure to mass media, more social connections and participation, more contact with change agents, and a higher degree of opinion leadership. Knowledge of these differences can aid the change agent in identifying and influencing members of the various adopter types.
The Diffusion Simulation Game

The original DSG was conceived and created “in 1975-76 at Indiana University by an Instructional Development Center team composed of professor Michael Molenda and six IST [Instructional Systems Technology] graduate students, led by Patricia Young and Dale Johnson” (M. H. Molenda, personal communication, May 9, 2011). The board game was to be used during a day-long workshop, and Molenda and Rice (1979) reported that it underwent extensive formative evaluation and refinement to ensure that the affective and cognitive objectives were achieved. Among these objectives were the ability to classify individuals by adopter type and communication role (e.g., opinion leader) based on described attributes, to identify the stages of the innovation-decision process, and to select the most effective diffusion activities based on the available information.

In the DSG, the player takes on the role of a change agent whose task is to influence the principal and teachers at a junior high school to adopt peer tutoring. The player may gather information about each staff member and also view diagrams of professional and interpersonal networks, including who eats lunch with whom, who serves on committees together, and who socializes outside of school.

The player may also choose from a variety of diffusion activities, some of which target a single individual or up to five people. For example, the player may use the “Talk To” activity to have a face-to-face discussion with one staff member; the “Print” activity to distribute written materials to as many as five staff members; or the “Local Mass Media” activity to influence those who pay attention to the mass media. The full list of activities with their descriptions is shown in Appendix A. Each activity requires from one
to six weeks to complete, and the player has two academic years (72 weeks) to persuade as many staff members as possible to move through the stages of the innovation-decision process and adopt peer tutoring.

The results of a player’s choices are determined by an “algorithm board” (Molenda & Rice, 1979, p. 462) shown in Figure 2.

![Algorithm board for the Diffusion Simulation Game](image)

*Figure 2. Algorithm board for the Diffusion Simulation Game showing every diffusion activity. The circled numbers indicate sets of cards containing possible outcomes of the activity.*

Based on the chosen activity, the affected staff members, and in many cases previously chosen activities, the game monitor consults the algorithm board to determine the outcome, which is a number that refers to a set of feedback cards. For example, if the
“Talk To” activity is selected along with one of the opinion leaders (represented in the game by the letters F, H, and M), the game monitor is instructed to refer to the card set represented by the number 7. This particular card set contains six cards, five of which provide positive feedback and reward points, such as:

He/she listens attentively to your ideas and shares them with his/her out-of-school compatriates. GAIN 2 POINTS FOR HIM/HER and ONE POINT FOR EACH OF HIS/HER SOCIAL CONTACTS.

The sixth card also provides positive feedback but does not reward points:

A potentially useful contact; if he/she adopts, a number of others will be favorably disposed. Unfortunately, this is the week his/her family was moving into a new home…no time for serious talk. May be worth trying again later. NO POINTS.

The slight possibility of unfavorable results for what should be effective strategies is meant to model the stochastic nature of dealing with human beings in the real world. One of the affective goals of the game is to foster appreciation for the difficulty of diffusing an innovation.

In 2002, Frick supervised a development team in the creation of the DSG as an online simulation game (Frick, Kim, Ludwig, & Huang, 2003). Figure 3 shows the interface for this online version, which was developed using HTML, CSS, and XML for information display and storage, and PHP for interaction programming. This version of the game may be accessed at https://www.indiana.edu/~simed/istdemo/.
Figure 3. A partial screenshot of the **Diffusion Simulation Game** showing information about potential adopters on the left and activities to choose from on the right.

The Hypertext Markup Language (HTML) is used to describe the structure of Web pages, while Cascading Style Sheets (CSS) describe the visual representation of Web pages (W3C, 2010a). The Extensible Markup Language (XML) is “a simple text-based format for representing structured information” (W3C, 2010b). XML and its related technologies are commonly used to store, retrieve, and manipulate data. PHP Hypertext Processor (PHP) is a flexible scripting language with a parser that resides on a server and handles calls from PHP pages. For more information about the history and use of PHP, the reader is referred to *Programming PHP* (Lerdorf, Tatroe, & MacIntyre, 2006).

Since 2006, when Frick released a public version with anonymous login, data from more than 10,000 game sessions have been collected. In the public version of the DSG, every time a player logs in anonymously a new folder is created on the server that
hosts the game. Two XML template files are copied into the new folder (see Appendix C and Appendix D for samples). One of these files, currentinfo.xml, contains data about the current game state, including the number of weeks elapsed, the total number of adopters, and the number of points obtained in each innovation-decision stage for each staff member. The other file, history.xml, stores information about each turn in the game session, including the activity selected, staff members selected, and the text of the feedback that the player received.

Sample

In this study, I examined two types of data: computer-generated games and player-generated games. As described above, APTMV may be used for formative evaluation during the design and development of a simulation’s computational model. To test this, I modified the PHP code that runs the DSG so that it would automatically play a specified number of games using optimal strategies that are described below. To test the usefulness of APTMV for summative evaluation, I compared strategies used in historical gameplay data with the optimal strategies. The historical data were a subset of the 10,000 game sessions that were played between October 7, 2006 and April 4, 2009. This subset consisted of 2,361 finished games, which were defined as those games in which the player achieved all 22 possible adopters or used all 72 weeks on the game calendar. These finished games included 107,294 turns in which players selected information or diffusion activities and, where applicable, staff members to participate in those activities.

Data Collection and Analysis Procedures

For a previous study (Enfield, Myers, Lara, & Frick, 2012), we wrote a PHP script to gather data from the currentinfo.xml and history.xml files for each game session. These data were written to a MySQL database. Data fields included a game session
identifier, a number for each turn in a game session (so that the sequence of turns could be analyzed), the number of adopters at the end of each turn, the activity selected for each turn, identifiers for each staff member selected (if any) for each turn, and the text feedback. We found that critical data were not collected. In particular, the data did not indicate at which stage of the innovation-decision process staff members were when the player selected activities. These data are necessary to ascertain the accuracy of the simulation model with regard to the conceptual model and therefore to answer the first research question concerning the effectiveness of the proposed method.

For the current study, I wrote a program to “replay” the selected game sessions based on the extant data and to collect the missing data. For convenience I will hereafter refer to these games as “replayed games.” In writing the program to replay the original games, I included the ability to automatically play games using a strategy-selection algorithm based on DOI theory. I will refer to these games as “roboplayed games” to distinguish them from the replayed games. Given the stochastic nature of the result selection in the DSG—whereby even optimal choices occasionally lead to poor results, mimicking the influence of situational factors that aren’t and possibly can’t be modeled—the roboplay game program was run multiple times to generate data for 100 games during preliminary analyses and 500 games for final analysis. Data from the replayed games and from the roboplayed games were written to a database where they were later retrieved for analysis.

For replayed games, I evaluated the reliability of my data collection process by collecting redundant data to compare with original data. I compared the total number of adopters from the original game session data with the total number of adopters in the
replayed game data to ensure that my program generated the same final results. I also compared the total number of adopters at the end of each turn in the two datasets, the feedback text generated by the game algorithm, the activity selected, and when applicable, the staff members selected. The additional data that I collected were:

1. The innovation-decision stage for each staff member at the beginning of the turn.
2. The innovation-decision stage for each staff member at the end of the turn.
3. The number of points awarded to each staff member for the turn.
4. The cumulative number of points each staff member had at the end of the turn.

These data enabled me to examine at which stage staff members were when a particular activity was selected and how effective that selection was in terms of moving staff members toward adoption.

Data for both roboplayed games and replayed games were stored in a MySQL database. The historical data for the replayed games included the following fields. The “recordID” column contained a numeric identifier for the game session; the “step” column contained the turn number within a game session; the “activity” column contained the name of the activity selected; the “totalAdopters” column contained the cumulative number of adopters achieved in the game by the end of the turn. Other columns (“S1” through “S5”) indicated which staff members were selected during those turns that used targeted activities. Data for additional columns were generated during automated replay of the game sessions. The “activityCost” column contained the number of weeks spent on the selected activity; the “weekTotal” column contained the cumulative number of weeks used as of the end of the turn; the “turnScore” column
contained the total number of points earned for all staff members during the turn. In addition to these data, four columns were created for each staff member (the “*” in the column name varies from “A” to “X” depending on the staff member’s identifier in the game): the “*turnScore” column contained the points gained for the staff member during the turn; the “*turnPhaseStart” column contained the staff members innovation-decision stage at the start of the turn, while the “*turnPhaseEnd” column was the innovation-decision stage at the end of the turn; and the “*totalScore” column contained the staff members cumulative points gained as of the end of the turn. Figure 4 shows a representative part of the data table.

<table>
<thead>
<tr>
<th>recordId</th>
<th>step</th>
<th>activity</th>
<th>activityCost</th>
<th>week</th>
<th>TotalScore</th>
<th>scoreTotal</th>
<th>totalAdopters</th>
<th>s1</th>
<th>s2</th>
<th>s3</th>
<th>s4</th>
<th>s5</th>
<th>AturnScore</th>
<th>AturnPhaseStart</th>
<th>AturnPhaseEnd</th>
<th>AtotalScore</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>personal</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>A</td>
<td>B</td>
<td>O</td>
<td>G</td>
<td>J</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>talk_to</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>B</td>
<td>A</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>talk_to</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>A</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>1</td>
<td>awareness</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>talk_to</td>
<td>1</td>
<td>5</td>
<td>0</td>
<td>3</td>
<td>P</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>0</td>
<td>awareness</td>
<td>awareness</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>talk_to</td>
<td>1</td>
<td>6</td>
<td>0</td>
<td>1</td>
<td>E</td>
<td>H</td>
<td>K</td>
<td>M</td>
<td>P</td>
<td>0</td>
<td>awareness</td>
<td>awareness</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>talk_to</td>
<td>1</td>
<td>7</td>
<td>0</td>
<td>3</td>
<td>I</td>
<td>L</td>
<td>N</td>
<td>O</td>
<td>Q</td>
<td>0</td>
<td>awareness</td>
<td>awareness</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>talk_to</td>
<td>1</td>
<td>8</td>
<td>0</td>
<td>3</td>
<td>O</td>
<td>T</td>
<td>U</td>
<td>V</td>
<td>W</td>
<td>0</td>
<td>awareness</td>
<td>awareness</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>talk_to</td>
<td>1</td>
<td>9</td>
<td>1</td>
<td>4</td>
<td>X</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>0</td>
<td>awareness</td>
<td>awareness</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>talk_to</td>
<td>1</td>
<td>10</td>
<td>1</td>
<td>5</td>
<td>D</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>0</td>
<td>awareness</td>
<td>awareness</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>talk_to</td>
<td>1</td>
<td>11</td>
<td>7</td>
<td>12</td>
<td>D</td>
<td>G</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>1</td>
<td>awareness</td>
<td>interest</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>pilot_test</td>
<td>2</td>
<td>13</td>
<td>4</td>
<td>16</td>
<td>G</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>0</td>
<td>interest</td>
<td>interest</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>talk_to</td>
<td>1</td>
<td>14</td>
<td>1</td>
<td>17</td>
<td>F</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>0</td>
<td>interest</td>
<td>interest</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>1</td>
<td>talk_to</td>
<td>1</td>
<td>15</td>
<td>3</td>
<td>20</td>
<td>J</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>0</td>
<td>interest</td>
<td>interest</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>pilot_test</td>
<td>2</td>
<td>17</td>
<td>1</td>
<td>21</td>
<td>P</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>0</td>
<td>interest</td>
<td>interest</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4. Screenshot of part of the data table.

If I had fully operational APT software, I could treat each column as a classification with the cells tracking category changes. I could then specify queries that look for patterns of interest and tally probabilities of success in the game sessions. For example, Strategy 3 (below) predicts that using the Local Mass Media and Print activities with Innovators and Early Adopters who need points in Awareness or Interest will be successful. An APT query would look for turns containing joint occurrences of those activities, adopter types, and innovation-decision stages. It would return the probability of that pattern occurring in a successful game versus in an unsuccessful game.
I worked around the absence of APT software primarily by using functions in Excel to create conditional statements. I added columns to the table for each strategy. For each turn and each strategy, I calculated a numeric value as described below. These calculations quantified the use of the strategies in each turn.

Following the proposed procedure for APTMV, I began by expressing Rogers’ description of DOI theory as a series of statements (strategies) describing actions that should lead to success in the diffusion of an innovation. For example, Rogers says that mass media should be effective in spreading knowledge about an innovation, especially among innovators and early adopters. I then mapped these statements to actions that may be taken in the DSG, which involve combinations of activities, adopter types, and innovation-decision stages (see Appendix A for descriptions of activities available in the game). Next I identified data associated with these actions and designed a database for data collection in which the columns are event classifications (e.g., activity selected, current stage in the innovation-decision process for each staff member) and the rows contain the relevant categories in each classification for each turn in a game.

For this study, I specified two general kinds of strategies. The first kind of strategy involved the selection of an activity available in the game at an appropriate time to influence staff members at particular stages of the innovation-decision process. Some activities, here referred to as targeted activities, require the selection of one or up to five staff members. For example, the Talk To activity requires the selection of one staff member, while the Site Visit activity allows the selection of up to five staff members. The second kind of strategy involved the selection of particular staff members based on their attributes, which include adopter type, opinion leadership, and interpersonal
relationships. Appendix A contains the information that was sent to the expert reviewers, which included descriptions of the available activities in the DSG and the rationale for each strategy predicted to be successful. In this section, I describe how I quantified and analyzed the use of each strategy.

I specified nine strategies that should lead to success in the DSG if the computational model is consistent with the conceptual model (DOI theory). Each of these strategies consisted of a pattern of joint occurrences of categories within the various classifications. To continue the previous example, a turn in the game should be successful if the [classification: activity] is [category: Local Mass Media] and the majority of staff members who are [classification: adopter type] either [category: innovator] or [category: early adopter] and are in the [classification: innovation-decision stage] of either [category: awareness] or [category: interest]. Each of these strategies is described below, followed by my rationale for the strategy based on Rogers (2003) with references to relevant generalizations he made (which are listed in Appendix B). I also describe how a score for each strategy was calculated.

I should note that because the DSG was developed in the 1970s, it is based on an earlier version of DOI theory than the 2003 edition of Rogers’ book with which it is being compared. The rationale for this is that the 2003 version of the theory is currently being taught (i.e., it is the current conceptual model), and the DSG is being used to teach it.
Strategies Based on DOI Theory

**Strategy 1: Target earlier adopters and opinion leaders early in the game to work toward critical mass.**

*Rationale:* Achieving a critical mass of adopters can increase the rate of adoption in a system. Innovators are among the first to try innovations and tend to act as gatekeepers in introducing new ideas into a system, but they exert little influence over others. Early Adopters tend to have greater social participation and more central positions in communication networks. Early Adopters also have the highest degree of opinion leadership, and adoption by opinion leaders can have the greatest impact on the rate of adoption. Relevant generalizations: 5.1, 5.2, 5.3, 5.4, 5.5, 5.6, 5.7, 7.18, 7.19, 7.26, 8.2, 8.6, 8.13, 9.11.

*Scoring:* Unlike most of the strategies described here, this strategy is independent of the activity used. The score for this strategy is added to the activity-based strategy score in a given turn. The earlier adopters and opinion leaders in the game are identified by the letters F, G, H, L, M, P, and X. Targeting them “early in the game” is operationalized as the first 15 turns in a particular game session. The Strategy 1 score is the number of these earlier adopters who are appropriate targets for the activity (usually based on their current innovation-decision phase) divided by the total number of earlier adopters (7). For example, if *Local Mass Media* (which should be effective in raising awareness or interest in an innovation) is the selected activity, the Strategy 1 score is the number of earlier adopters who need points in the Awareness or Interest phases divided by 7.
Strategy 2: Use *Personal Information* and *Talk To* activities.

*Rationale:* The change agent should establish empathy and rapport in order to understand a client’s needs, sociocultural values and beliefs, and previous exposure to related ideas. Relevant generalizations: 9.1, 9.2, 9.3, 9.4.

*Scoring:* To simplify the strategy-selection algorithm, I forced it to use the *Personal Information* activity (for which the game awards no points) for the first five turns to gather information on all staff members. The descriptions obtained contain clues about adopter type, opinion leadership, and other characteristics that assist players in targeting individuals who will increase the rate of adoption. Many activities in the DSG require the player to gather this information before selecting a particular staff member. In addition, the next three turns used the *Talk To* activity with the gatekeepers—the Principal (A), the Secretary (B), and the Janitor (C) because some activities require this. After that, the decision to use the *Talk To* activity was calculated by dividing the number of staff members who had not yet participated in the activity by the total number of staff members.

Strategy 3: Use *Local Mass Media* and *Print* activities to gain points in the Awareness and Interest phases among earlier adopters.

*Rationale:* Mass media communication channels are especially effective in creating awareness and interest among earlier adopters, who tend to pay more attention to external sources of innovation than later adopters. Print is not exactly a mass medium in the DSG since its use is targeted at five staff members at a time; however, because earlier adopters tend to have more in common with change agents (Rogers says they are more
“homophilous”), they should be receptive to this approach. Relevant generalizations: 5.3, 5.5, 5.7, 5.13, 5.14, 5.15, 5.16, 7.20, 7.21, 7.22, 9.8, 9.9.

Scoring: The earlier adopters in the game are F, G, L, M, P, and X. The score for Strategy 3 is the number of these staff members divided by 6.

**Strategy 4: Use the Presentation activity to gain points in the Awareness and Interest stages among earlier adopters.**

Rationale: Because the change agent is giving the presentation, earlier adopters are more likely to be influenced. Nevertheless, once potential adopters (including later adopters) are aware of an innovation, they tend to be receptive to information about the innovation as they seek to reduce uncertainty about the consequences of adoption. Relevant generalizations: 7.21, 7.24, 9.9.

Scoring: The earlier adopters in the game are F, G, L, M, P, and X. The score for Strategy 4 is the number of these staff members divided by 6. Note that this score calculation is identical to that for Strategy 3. When these strategies have the highest score of all strategies, the strategy-selection algorithm randomly selects the Local Mass Media, Print, or Presentation activity.

**Strategy 5: Use the Demonstration activity, especially by an opinion leader, to gain points in the Interest phase for other potential adopters.**

Rationale: Allowing potential adopters to see the innovation in use provides how-to knowledge and can reduce uncertainty about the consequences of adoption, especially if the demonstration is by a respected peer. Relevant generalizations: 6.5, 8.2, 8.13, 9.11, 9.12.
Scoring: The Demonstration activity must be conducted by someone who is already an adopter. The score for Strategy 5 is the number of staff members of have at least one point in the Interest phase but still need points in that phase divided by 23 (total staff members minus the one doing the demonstration). The staff member selected to conduct the demonstration is one of the opinion leaders (F, H, or M), randomly selected if more than one is an adopter.

Strategy 6: Use the Site Visit activity to gain points in the Interest phase and move into the Trial phase.

Rationale: The strengths of this activity are similar to those of the Demonstration activity except the visitors see the innovation in use on a larger scale. The five selected visitors are likely to see the innovation used in classrooms similar to their own and be persuaded to try the innovation on a limited basis. Relevant generalizations: 6.5, 9.12.

Scoring: The score for Strategy 6 is the number of staff members who need points in the Interest phase divided by the total number of staff members.

Strategy 7: Use the Pilot Test activity to gain additional points for those with some points in the Interest stage or in the Trial stage.

Rationale: The ability to try the innovation on a limited basis can further reduce uncertainty about the consequences of adoption. If used with opinion leaders or other highly connected individuals, it may have a similar effect on others in their social networks. Later adopters are unlikely to be receptive to participating in a pilot test due to their lack of affinity with the change agent. However, Rogers says that trial by peers can serve as a vicarious trial for later adopters. Relevant generalizations: 5.13, 5.14, 6.4, 7.19, 8.2, 8.10, 8.11, 8.13, 9.11, 9.12.
Scoring: Later adopters and staff members without a classroom are excluded from consideration. The score for Strategy 7 is the number of remaining staff members who have at least one point in the Interest phase but are not yet adopters divided by 10.

Strategy 8: Target highly connected individuals to gain additional points in the Interest stage among later adopters in their social networks and move them into the Trial stage.

Rationale: Mass media channels are less effective at later stages of the innovation-decision process; instead, interpersonal channels can be quite effective in persuading someone to try an innovation as people tend to trust the opinions of their near peers. Relevant generalizations: 5.13, 8.2, 8.10, 8.13.

Scoring: Like Strategy 1, this strategy is independent of the activity used, and its score is added to the activity-based score. Six of the staff members have 10 or more interpersonal connections (F, G, H, J, V, and W). A score is calculated for each based on how many of their connections need points in the Interest phase. Depending on the activity selected, one or more of these scores are added to the activity-based score.

Strategy 9: Use the Training Workshop (Self) and Materials Workshop activities to gain points in the Trial stage.

Rationale: How-to knowledge is most essential when someone becomes willing to try an innovation. The change agent should provide knowledge and assistance regarding procedures and principles to further reduce uncertainty and increase confidence. Relevant generalizations: 6.3, 6.4, 9.2, 9.4.
Scoring: The score for Strategy 9 is the number of staff members who have at least one point in the Interest phase but are not yet adopters divided by the total number of staff members.

For each strategy described above, a score is calculated for each turn in a game. For strategies that are effective in raising awareness and interest, these scores are relatively large near the beginning of a game because all staff members first need a point in the Awareness phase before proceeding to the Interest phase; however, these scores progressively decrease as more staff members move into the Trial phase later in the game. Instead, the scores for activities that are more effective in the later phases of the innovation-decision process get larger. Adding the scores for Strategy 1 and Strategy 8 to the activity-specific strategies results in a strategy-selection algorithm that is optimized to target influential people.

I sought confirmation of these associations through expert review, which is sometimes referred to as face validity (Garson, 2009) or psychological validity (Kuppers & Lenhard, 2005; Peters et al., 1998), by searching the relevant literature to identify and then survey scholars who are knowledgeable about DOI theory. Appendix E contains the text of the email that I sent.

Measuring Success in the DSG

To answer the first research question regarding the effectiveness of APTMV in verifying a computational model, I needed to establish criteria for determining whether the fidelity of the DSG with respect to DOI theory was sufficient for its intended use. The DSG gives players 72 weeks to obtain 22 adopters. The time it takes to implement an activity ranges from 1 to 6 weeks. The number of points necessary to turn a particular
staff member into an adopter depends largely on his or her adopter type, with innovators requiring as few as 5 points and laggards as many as 14 points. The points are distributed across the Awareness, Interest, and Trial phases that lead to Adoption. Obtaining all 22 adopters requires 220 points (although this includes 5 points each for two gatekeepers, the Secretary and the Janitor, neither of whom can become an adopter). When measuring success in the DSG, the number of points obtained is arguably a better metric than the number of adopters obtained. To understand this, imagine a game in which the player obtained 8 adopters while the rest of the staff members were still in the Awareness or Interest stages. Compare this with a game in which the player obtained only 5 adopters while the rest of the staff members had moved through Awareness and Interest and were in the Trial stage. Overall the latter player gained many more points toward adoption even though fewer adopters were obtained.

The APTMV method prescribes specifying a threshold of confidence for determining the accuracy of a computational model. The feedback at the end of a game states that achieving 11 or more adopters is above average performance. The DSG was designed with a major objective of promoting recognition that “innovation diffusion is a complex, difficult, time consuming, and frustrating process (since even well-planned campaigns may result in less than total acceptance)” (Molenda & Rice, 1976, p. 461). In the pilot study of historical gameplay data (Enfield et al., 2012) the mean number of adopters was 13.08 (n=2,361) and the mean number of adoption points was 164.25. However, these figures may have been inflated by the programming errors described below.
Given the stochastic nature of situational simulations, along with the purposeful difficulty of the DSG, the definition of success in the game for model verification purposes should be reasonably broad. If we divide the total possible adoption points into quartiles and project a negatively skewed distribution given the use of optimal strategies, we might expect the majority of games to obtain at least 166 points and no games to score fewer than 110 points. Just how many games should fall into the third and fourth quartiles depends on the designers’ goals, which in the case of the DSG include striking a balance between rewarding good choices and conveying the difficulty of change agentry. Designers using the APTMV method should decide on the desired distribution of scores given optimal strategies before undertaking formative evaluation. Table 1 shows my estimate of a desirable outcome given my understanding of the goals of the DSG.

Table 1
Projected Distribution of Games by Number of Adoption Points

<table>
<thead>
<tr>
<th>Adoption Points</th>
<th>0 – 55 pts.</th>
<th>56 – 110 pts.</th>
<th>111 – 165 pts.</th>
<th>166 – 220 pts.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Verification Targets</td>
<td>0%</td>
<td>0%</td>
<td>&lt;40%</td>
<td>&gt;60%</td>
</tr>
</tbody>
</table>

To address the second research question, which concerns the strengths of the proposed method in comparison with other available methods, I employed several other model verification methods in addition to APTMV. The decision regarding which model verification methods to use is a matter of judgment. Factors to be considered include the type of simulation; the time, money, and human resources available; the simulation objectives and acceptability criteria; and the consequences of modeling errors (Sargent,
The methods are usually chosen to balance the strengths and weaknesses of each method.

The first verification method used was an individual walkthrough that involved a line-by-line review of the original DSG code. The designers of the online DSG had little experience with the PHP language, so I expected to find errors that affected scoring. I have over 20 years of experience in programming with various languages, including several years of experience with PHP. Indeed, I found numerous errors (see Appendix F). By correcting and documenting these errors, I ensured to the best of my ability that the computational model was working as intended before running the roboplayed games.

I spent several weeks writing, debugging, and refining the strategy-selection algorithm until I obtained satisfactory results. Generally this involved running the program with execution tracing to play from 5 to 20 games and examining the results. This verification method also enabled me to test the original DSG code. I periodically used desk checking to review my code for consistency and to update the documentation of my code. In addition, I used Adobe Dreamweaver software to write my code, in part because it provides automatic syntax checking for PHP. To further reduce the chance of programming errors, I separately wrote formulas in Microsoft Excel to calculate the strategy scores and then imported the roboplay data to compare with the PHP calculations. When I found discrepancies between the strategy-selection algorithm and Excel score calculations, I tracked down the cause and corrected the code.

The final verification method used was statistical analysis of game data. The previous study (Enfield et al., 2012) employed independent samples $t$ tests to compare successful games (achieving all 22 adopters) with unsuccessful games (achieving fewer
than 16 adopters). The current study used descriptive statistics such as counts, percentages, and means as well as $t$ tests to compare means between groups of games to determine whether changes to the computational model made statistically significant differences in game outcomes.

Throughout data collection and analysis, I kept a record of my process including problems encountered, solutions attempted, and ideas for improving APTMV. These notes provided the raw material for addressing the third research question regarding potential improvements to the procedure.
CHAPTER 5: RESULTS

Research Question 1: Is the proposed method effective in verifying and improving the accuracy of computational models created for simulations and games?

Two approaches are necessary in order to answer the first research question. The first approach is to examine games in which optimal strategies were employed. If the computational model is sufficiently accurate, the majority of games should achieve a high number of adoption points and satisfy the threshold of confidence. If they do not, further analysis will be necessary to identify the discrepancies between the computational model and the conceptual model. The first part of this chapter examines roboplayed games in which a strategy-selection algorithm calculated scores for optimal strategies based on DOI theory and employed the highest scoring strategy.

The second approach is to examine games in which non-optimal strategies were employed. Non-optimal strategies may be devised by an imaginative programmer or they may result from a randomized strategy-selection algorithm. For example, a programmer might employ only strategies that are not predicted to work based on the conceptual model; in the case of the DSG, an example would be the use of mass media communication channels to influence laggards. Another approach might be to write a program that seeks the best strategies in the game through trial-and-error. In the case of the DSG, such a program would at first randomly select diffusion activities and staff members, and it would keep track of game states and results. Over time, it would begin to use strategies that previously resulted in a high number of adoption points when it encountered a similar game state.
In this study a third option was chosen because thousands of DSG game sessions were available for analysis. Given the range of outcomes in these games, I assumed that a sufficient number of players used strategies that were not aligned with DOI theory. For games that resulted in high scores, further analysis was necessary to determine whether this outcome was due to the use of optimal strategies, a problem with the computational model, or a flaw in the conceptual model. As described above in the literature review, simulations are sometimes used to discover new relationships and principles. Given an accurate computational model, a non-optimal strategy that proved successful may suggest that further research is needed in the real world to revise the conceptual model.

**Analysis of Roboplayed Games**

As described above, the measure used to verify the accuracy of the computational model was the percentage of roboplayed games that fell into the fourth quartile of adoption points. I divided the 220 possible adoption points into four quartiles and decided that, based on my understanding of the designers’ goals for the DSG, at least 60% of games that used optimal strategies should fall into the fourth quartile (Table 2).

<table>
<thead>
<tr>
<th>Adoption Points</th>
<th>Verification Targets</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 – 55 pts.</td>
<td>0%</td>
</tr>
<tr>
<td>56 – 110 pts.</td>
<td>0%</td>
</tr>
<tr>
<td>111 – 165 pts.</td>
<td>&lt;40%</td>
</tr>
<tr>
<td>166 – 220 pts.</td>
<td>&gt;60%</td>
</tr>
</tbody>
</table>

I began testing by running the strategy-selection program to play 100 games (Table 3) to check for obvious anomalies. The results were reasonable although I was surprised that no games resulted in 220 points.
I decided to examine these data in more detail because as a simulation designer conducting formative evaluation, my next step would be to look for unusual results such as low point scores for strategies. But first I checked the distribution of adoption points to determine whether the threshold for model verification was met (Table 4). The majority of games (82%) fell into the third quartile, while only 17% fell into the fourth quartile.

### Table 4
First Dataset: Distribution of Roboplayed Games by Number of Adoption Points (n=100)

<table>
<thead>
<tr>
<th>Adoption Points</th>
<th>0 – 55 pts.</th>
<th>56 – 110 pts.</th>
<th>111 – 165 pts.</th>
<th>166 – 220 pts.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Verification Targets</td>
<td>0%</td>
<td>0%</td>
<td>&lt;40%</td>
<td>&gt;60%</td>
</tr>
<tr>
<td>First Dataset</td>
<td>0%</td>
<td>1%</td>
<td>82%</td>
<td>17%</td>
</tr>
</tbody>
</table>

These results suggested to me that some DOI strategies were not being as effective as predicted and hence the computational model could be improved. Because most of the strategies are associated with particular activities, I decided to examine the number of points being awarded for each activity (Table 5).
Table 5
*First Dataset: Frequency and Scores of Activities for 100 Roboplayed Games*

<table>
<thead>
<tr>
<th>Activity</th>
<th>n</th>
<th>%</th>
<th>M Points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Personal Information</td>
<td>500</td>
<td>14.8%</td>
<td>0.0</td>
</tr>
<tr>
<td>Talk To</td>
<td>1153</td>
<td>34.1%</td>
<td>1.8</td>
</tr>
<tr>
<td>Local Mass Media</td>
<td>176</td>
<td>5.2%</td>
<td>8.4</td>
</tr>
<tr>
<td>Print</td>
<td>171</td>
<td>5.1%</td>
<td>2.4</td>
</tr>
<tr>
<td>Presentation</td>
<td>185</td>
<td>5.5%</td>
<td>11.0</td>
</tr>
<tr>
<td>Demonstration</td>
<td>404</td>
<td>12.0%</td>
<td>3.5</td>
</tr>
<tr>
<td>Site Visit</td>
<td>78</td>
<td>2.3%</td>
<td>8.3</td>
</tr>
<tr>
<td>Pilot Test</td>
<td>139</td>
<td>4.1%</td>
<td>0.3</td>
</tr>
<tr>
<td>Training Workshop (Self)</td>
<td>299</td>
<td>8.8%</td>
<td>8.0</td>
</tr>
<tr>
<td>Materials Workshop</td>
<td>274</td>
<td>8.1%</td>
<td>16.0</td>
</tr>
<tr>
<td><strong>Grand Total</strong></td>
<td>3379</td>
<td>100.0%</td>
<td>4.4</td>
</tr>
</tbody>
</table>

I was not surprised to find that *Talk To* was the most frequently used activity nor that it had one of the lowest mean scores per turn. It is designed to achieve points mostly in the Awareness stage, and in some cases (e.g., when Laggards are targeted) no points are scored, but according to the feedback text their antagonism toward the innovation has been diffused.

For the *Demonstration* activity, the high frequency of use (12% of all turns) combined with a relatively low mean score (3.5 points per turn) warranted further examination. The low mean scores for the *Print* and *Pilot Test* activities also suggested problems. The high mean score for the *Materials Workshop* activity also warranted investigation.

Examining the original DSG code for the *Demonstration* activity revealed a discrepancy in my implementation of DOI Strategy 5. This illustrates the benefit of having someone outside the design team lead the verification effort. My interpretation of DOI theory stated that once potential adopters were aware of the innovation, a demonstration by an opinion leader would increase their interest. In my code, I required
staff members to have completed the Awareness phase, but the original DSG code additionally required that they have at least one point in the Interest phase. My approach widened the opportunity for using the *Demonstration* activity, but the original DSG code did not award points for the additional use. So which approach should be considered correct? I consider it a matter of design judgment, but I think judgment can and should utilize the available information. In this case, I ran the program two more times with slight adjustments. The first time I changed my implementation of DOI Strategy 5 so that it also required at least one point in the Interest phase, making it consistent with the original DSG code. The second time I changed the DSG code so that it required only completion of the Awareness phase, making it consistent with my original strategy. Using this approach, I was able to assess the impact of the design decision as it related to the design goals. Table 6 shows the results of these changes.

Table 6
*Second Dataset: Frequency and Scores of Activities for 100 Games*

<table>
<thead>
<tr>
<th>Activity</th>
<th>DOI Strategy Changed</th>
<th></th>
<th></th>
<th>Original DSG Changed</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>%</td>
<td>M Points</td>
<td>n</td>
<td>%</td>
<td>M Points</td>
</tr>
<tr>
<td>Personal Information</td>
<td>500</td>
<td>14.9%</td>
<td>0.0</td>
<td>500</td>
<td>15.3%</td>
<td>0.0</td>
</tr>
<tr>
<td>Talk To</td>
<td>1167</td>
<td>34.8%</td>
<td>1.8</td>
<td>1159</td>
<td>35.5%</td>
<td>1.7</td>
</tr>
<tr>
<td>Local Mass Media</td>
<td>206</td>
<td>6.1%</td>
<td>7.6</td>
<td>190</td>
<td>5.8%</td>
<td>8.0</td>
</tr>
<tr>
<td>Print</td>
<td>207</td>
<td>6.2%</td>
<td>2.3</td>
<td>181</td>
<td>5.5%</td>
<td>2.3</td>
</tr>
<tr>
<td>Presentation</td>
<td>175</td>
<td>5.2%</td>
<td>10.9</td>
<td>179</td>
<td>5.5%</td>
<td>11.1</td>
</tr>
<tr>
<td>Demonstration</td>
<td>69</td>
<td>2.1%</td>
<td>7.2</td>
<td>143</td>
<td>4.4%</td>
<td>24.2</td>
</tr>
<tr>
<td>Site Visit</td>
<td>138</td>
<td>4.1%</td>
<td>10.1</td>
<td>79</td>
<td>2.4%</td>
<td>8.5</td>
</tr>
<tr>
<td>Pilot Test</td>
<td>206</td>
<td>6.1%</td>
<td>0.5</td>
<td>102</td>
<td>3.1%</td>
<td>0.6</td>
</tr>
<tr>
<td>Training Workshop (Self)</td>
<td>387</td>
<td>11.5%</td>
<td>7.9</td>
<td>359</td>
<td>11.0%</td>
<td>9.1</td>
</tr>
<tr>
<td>Materials Workshop</td>
<td>301</td>
<td>9.0%</td>
<td>15.0</td>
<td>370</td>
<td>11.3%</td>
<td>15.2</td>
</tr>
<tr>
<td>Grand Total</td>
<td>3356</td>
<td>100.0%</td>
<td>4.6</td>
<td>3262</td>
<td>100.0%</td>
<td>5.8</td>
</tr>
</tbody>
</table>

Changing my strategy for the *Demonstration* activity to require at least one point in the Interest phase caused it to become the least used activity (from 12% to 2.1%), and
its mean score per turn went from 3.5 to 7.2, making it more in line with most other activities. At the same time, the change resulted in some differences for other activities, most noticeably those that are commonly used after the *Demonstration* activity when staff members are in the Interest and Trial phases. The use of the *Site Visit* activity nearly doubled (from 2.3% to 4.1%) and its mean score per turn increased from 8.3 to 10.1. On the other hand, changing the original DSG code to require only completion of the Awareness phase caused a sevenfold increase (from 3.5 to 24.2) in the mean score for the *Demonstration* activity. This dramatic increase was balanced by the fact that its frequency of use was 4.4% instead of the original 12%.

Next I examined the effects of these changes on the distribution of adoption points to determine whether the threshold for model verification was met (Table 7). In both cases the majority of games fell into the fourth quartile, although changing the DOI strategy to match the original DSG code (with both requiring at least one point of Interest) resulted in fewer games than desired (53%) while changing the DSG code to require only Awareness resulted in 85%.

<table>
<thead>
<tr>
<th>Table 7</th>
<th>Second Dataset: Distribution of Games by Number of Adoption Points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adoption Points</td>
<td>0 – 55 pts.</td>
</tr>
<tr>
<td>Verification Targets</td>
<td>0%</td>
</tr>
<tr>
<td>DOI Strategy Changed</td>
<td>0%</td>
</tr>
<tr>
<td>Original DSG Changed</td>
<td>0%</td>
</tr>
</tbody>
</table>

I should note that even though the DSG is an educational simulation, by roboplaying games to test the accuracy of the computational model, I was in essence also
using it as an experimental simulation. If the computational model is well designed, unpredicted results might indicate potential improvements to the conceptual model. Such an outcome in a simulation would need to be confirmed through empirical research in the real world. Furthermore, I needed to bear in mind the affective goal of the DSG to convey the difficulty of diffusing an innovation among members of a system. By changing the game’s criteria for successfully using the Demonstration activity, the percentage of games in the top quartile was much higher than the established threshold of confidence, which suggested to me that it was now easier than the designers intended.

Given the systemic nature of games in general and the DSG in particular, in which small changes can lead to significant differences in results, I opted to examine the other potential problems that I identified in the results of the first dataset before deciding how the Demonstration activity ought to be implemented. The supplementary materials for the DSG state that the Print activity, which requires the selection of up to five staff members, is “rather weak, useful mainly for arousing Awareness” (Molenda, 1976, p. 7). My DOI Strategy 3 says that it should raise Awareness or Interest when used with Innovators and Early Adopters. According to the original DSG code and feedback text, Print usually results in one point in Awareness or Interest for a few of the five selected staff members, regardless of adopter type. Limiting its effectiveness to earlier adopters would further reduce its impact, yet it seems unlikely that a brochure would generate interest among later adopters. However, as one of the expert reviewers pointed out, the effectiveness of the Print activity may be influenced by the attributes of the particular innovation and the context in which the change agent is working. Nevertheless, the APTMV method identified this as an aspect of the game that may need improvement.
Next I focused on the *Materials Workshop* activity to see why it was so successful and whether it might require modification. The supplementary materials for the DSG state that this activity, which does not target particular staff members, “consistently gives a high payoff for those in the latter phases” (Molenda, 1976, p. 7). This is consistent with my strategy-selection algorithm based on DOI theory in which this activity scores highly when staff members are in the Interest or Trial phase (Strategy 9). In the original DSG code, scores for this activity are increased significantly (often doubled) if the Principal is already an adopter. This is an example of a context-specific adjustment to DOI theory based on empirical research regarding the influence of principals on adoption rates in schools (Molenda, 1976).

The final aspect to examine was the *Pilot Test* activity (Strategy 7), which had a much lower mean score per turn (0.3) than other activities. The supplementary materials for the DSG state that the *Pilot Test* activity “could be used to arouse Interest for all but the foot draggers … but payoffs are moderate” [ellipsis in the original] (Molenda, 1976, p. 7) *Pilot Test* is an activity for which one staff member is selected. In writing the strategy-selection algorithm, I excluded Laggards because DOI theory says they are not likely to be receptive to direct appeals from a change agent. I also excluded staff members who don’t have a classroom to conduct a pilot test. Of the remaining staff members, two stood out as anomalies. The Social Studies Chairwoman (J), whose adopter type is Late Majority but who has a large social network (Strategy 8), was selected for 64 of 139 turns (46%) but scored a total of only 4 points; and a Science Teacher (H), whose adopter type is Early Majority and who is an opinion leader with a large social network, was selected for 22 of 139 turns (15.8%) and scored no points.
Together they comprised nearly 62% of the turns that used *Pilot Test* yet they accounted for only 4 of the 38 points scored (10.5%).

The original DSG code for the results of the *Pilot Test* activity puts the staff members into five groups with a different set of possible results for each group (Figure 5).

![Diagram](image)

*Figure 5.* Groupings of staff members for determining the results of *Pilot Test* activity.

The largest group contains the Laggards and several of the Late Majority (including J, the Social Studies Chairwoman), but it also contains the Science Teacher (an Early Majority), which explained her dearth of points for this activity. I contacted one of the original designers of the DSG, Dr. Michael Molenda, and he agreed that she seemed out of place in that group (personal communication, March 7, 2012). I decided that she would be better placed in a group with other Early Majority staff members, and I made a couple of other changes to the groups so that the Innovators and Early Adopters were together as were most of the Early Majority. I also changed the strategy-selection algorithm to make Late Majority undesirable for selection.

Dr. Molenda confirmed that the original designers intentionally required at least one point in the Interest phase when scoring the *Demonstration* activity (personal
communication, March 7, 2012). I decided to continue my testing using the original DSG code for *Demonstration* (requiring at least one point in Interest) and changing my strategy-selection algorithm accordingly. I also added the Principal to the group of opinion leaders who are specifically targeted in several strategies.

A final run of 500 games (Table 8) found no significant difference in the mean number of turns per game between the first dataset and this third dataset, $t_{0.05}(598) = 0.735$, $p=0.463$, which was expected. However, there was a significant difference in mean total points, $t_{0.05}(598) = 10.839$, $p<0.000$, and in mean total adopters, $t_{0.05}(598) = 7.252$, $p<0.000$, both of which indicated that the modifications to the game described above improved game scores when optimal strategies were used.

Table 8
*Comparison of Descriptive Statistics for Games*

<table>
<thead>
<tr>
<th>Variable</th>
<th>First Dataset (n=100)</th>
<th>Third Dataset (n=500)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td>Turns</td>
<td>33.79</td>
<td>2.59</td>
</tr>
<tr>
<td>Total Points</td>
<td>148.74</td>
<td>17.51</td>
</tr>
<tr>
<td>Total Adopters</td>
<td>14.67</td>
<td>2.28</td>
</tr>
</tbody>
</table>

Furthermore, the results were very close to satisfying the threshold for model verification that was specified at the beginning of analysis, with the percentage of games in the fourth quartile exceeding the 60% target (Table 9).

Table 9
*Third Dataset: Distribution of Games by Number of Adoption Points (n=500)*

<table>
<thead>
<tr>
<th>Adoption Points</th>
<th>Verification Targets</th>
<th>Third Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 – 55 pts.</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>56 – 110 pts.</td>
<td>0%</td>
<td>0.4%</td>
</tr>
<tr>
<td>111 – 165 pts.</td>
<td>&lt;40%</td>
<td>38.6%</td>
</tr>
<tr>
<td>166 – 220 pts.</td>
<td>&gt;60%</td>
<td>61.0%</td>
</tr>
</tbody>
</table>
The frequency of activity use and the mean scores per turn also showed some desired improvements (Table 10). The use of the Demonstration activity decreased from 12% to 8% while its mean score per turn rose from 3.5 to 9.99. The Pilot Test activity still had the lowest mean score per turn, but at 1.66 it was much higher than 0.3 in the first dataset and was now comparable to other activities such as Print and Talk To that were designed to provide only small gains.

Table 10
Comparison of Activity Selection by Frequency and Average Scores

<table>
<thead>
<tr>
<th>Activity</th>
<th>First Dataset</th>
<th></th>
<th></th>
<th>Third Dataset</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>%</td>
<td>M Points</td>
<td>n</td>
<td>%</td>
<td>M Points</td>
</tr>
<tr>
<td>Personal Information</td>
<td>500</td>
<td>14.8%</td>
<td>0.0</td>
<td>2500</td>
<td>14.7%</td>
<td>0.00</td>
</tr>
<tr>
<td>Talk to</td>
<td>1153</td>
<td>34.1%</td>
<td>1.8</td>
<td>6526</td>
<td>38.4%</td>
<td>1.69</td>
</tr>
<tr>
<td>Local Mass Media</td>
<td>176</td>
<td>5.2%</td>
<td>8.4</td>
<td>915</td>
<td>5.4%</td>
<td>7.81</td>
</tr>
<tr>
<td>Print</td>
<td>171</td>
<td>5.1%</td>
<td>2.4</td>
<td>859</td>
<td>5.1%</td>
<td>2.43</td>
</tr>
<tr>
<td>Presentation</td>
<td>185</td>
<td>5.5%</td>
<td>11.0</td>
<td>950</td>
<td>5.6%</td>
<td>10.46</td>
</tr>
<tr>
<td>Demonstration</td>
<td>404</td>
<td>12.0%</td>
<td>3.5</td>
<td>1354</td>
<td>8.0%</td>
<td>9.99</td>
</tr>
<tr>
<td>Site Visit</td>
<td>78</td>
<td>2.3%</td>
<td>8.3</td>
<td>717</td>
<td>4.2%</td>
<td>9.32</td>
</tr>
<tr>
<td>Pilot Test</td>
<td>139</td>
<td>4.1%</td>
<td>0.3</td>
<td>172</td>
<td>1.0%</td>
<td>1.66</td>
</tr>
<tr>
<td>Training Workshop (Self)</td>
<td>299</td>
<td>8.8%</td>
<td>8.0</td>
<td>1545</td>
<td>9.1%</td>
<td>8.51</td>
</tr>
<tr>
<td>Materials Workshop</td>
<td>274</td>
<td>8.1%</td>
<td>16.0</td>
<td>1467</td>
<td>8.6%</td>
<td>14.68</td>
</tr>
<tr>
<td>Grand Total</td>
<td>3379</td>
<td>100.0%</td>
<td>4.4</td>
<td>17005</td>
<td>100.0%</td>
<td>5.02</td>
</tr>
</tbody>
</table>

Analysis of Replayed Games

For comparison purposes, Table 11 shows the descriptive statistics for both the roboplayed and replayed games. It is important to keep in mind that when the historical games were played (and replayed), the DSG code contained numerous errors that resulted in extra points being awarded. Also, because the replayed games consisted only of finished games, they did not include games that may have been aborted by players near the end due to low scores.
I also examined the distribution of adoption points to see in which quartiles the historical games fell (Table 12). Nearly half the games (47.65%) fell into the fourth quartile, and I examined these games in more detail to see whether any unexpected strategies led to success.

Table 12
Distribution of Games by Number of Adoption Points

<table>
<thead>
<tr>
<th>Adoption Points</th>
<th>0 – 55 pts.</th>
<th>56 – 110 pts.</th>
<th>111 – 165 pts.</th>
<th>166 – 220 pts.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Verification Targets</td>
<td>0%</td>
<td>0%</td>
<td>&lt;40%</td>
<td>&gt;60%</td>
</tr>
<tr>
<td>Roboplayed Games (n=500)</td>
<td>0%</td>
<td>0.4%</td>
<td>38.6%</td>
<td>61%</td>
</tr>
<tr>
<td>Replayed Games (n=2361)</td>
<td>0.04%</td>
<td>9.19%</td>
<td>43.12%</td>
<td>47.65%</td>
</tr>
</tbody>
</table>

First I compared activity selection to see if any activities in the top quartile of replayed games were more successful than expected (Table 13).
Table 13
Top Quartile Games: Comparison of Activity Selection by Frequency and Scores

Note that the replayed games included turns in which activities were selected that were not included in the strategy-selection algorithm for the roboplayed games.

<table>
<thead>
<tr>
<th>Activity</th>
<th>Turns in Roboplayed Games (n=305)</th>
<th>Turns in Replayed Games (n=1125)</th>
<th>t Test ($\alpha=.005$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M Points</td>
<td>M Points</td>
<td>(DF) t, p, d</td>
</tr>
<tr>
<td>Personal Information</td>
<td>0.000</td>
<td>10.7%</td>
<td>(21301) -12.3, &lt;0.000, -0.21</td>
</tr>
<tr>
<td>Talk To</td>
<td>1.723</td>
<td>7.1%</td>
<td>(3879) 8.033, &lt;0.000, 0.36</td>
</tr>
<tr>
<td>Local Mass Media</td>
<td>8.047</td>
<td>6.094</td>
<td>(3883) -35.304, &lt;0.000, -1.75</td>
</tr>
<tr>
<td>Print</td>
<td>2.424</td>
<td>7.3%</td>
<td>(4004) -7.449, &lt;0.000, -0.37</td>
</tr>
<tr>
<td>Presentation</td>
<td>10.903</td>
<td>13.892</td>
<td>(2270) 13.527, &lt;0.000, 0.66</td>
</tr>
<tr>
<td>Demonstration</td>
<td>10.450</td>
<td>13.527</td>
<td>(3267) 6.682, p&lt;0.000, 0.26</td>
</tr>
<tr>
<td>Site Visit</td>
<td>9.592</td>
<td>11.583</td>
<td>(4004) 10.51, &lt;0.000, -0.44</td>
</tr>
<tr>
<td>Pilot Test</td>
<td>1.678</td>
<td>1.758</td>
<td>(4004) 10.51, &lt;0.000, -0.44</td>
</tr>
<tr>
<td>Training Workshop Self</td>
<td>10.004</td>
<td>12.879</td>
<td>(2154) 5.42, &lt;0.000, -0.24</td>
</tr>
<tr>
<td>Materials Workshop</td>
<td>15.336</td>
<td>21.917</td>
<td>(2445) 10.51, &lt;0.000, -0.44</td>
</tr>
<tr>
<td></td>
<td><strong>Subtotal</strong></td>
<td><strong>41370</strong></td>
<td><strong>88.4%</strong></td>
</tr>
</tbody>
</table>

DIAGRAMS

<table>
<thead>
<tr>
<th>Activity</th>
<th>M Points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social</td>
<td>0.000</td>
</tr>
<tr>
<td>Committees</td>
<td>0.000</td>
</tr>
<tr>
<td>Lunchmates</td>
<td>0.000</td>
</tr>
</tbody>
</table>

UNDESIRABLE

<table>
<thead>
<tr>
<th>Activity</th>
<th>M Points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training Workshop Prof</td>
<td>4.455</td>
</tr>
<tr>
<td>Ask Help</td>
<td>1.083</td>
</tr>
<tr>
<td>Compulsion</td>
<td>9.684</td>
</tr>
<tr>
<td>Confrontation</td>
<td>16.551</td>
</tr>
</tbody>
</table>

Grand Total

<table>
<thead>
<tr>
<th>Activity</th>
<th>M Points</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5.282</td>
</tr>
<tr>
<td></td>
<td>46797</td>
</tr>
</tbody>
</table>

4.807
Social, Committees, and Lunchmates diagrams in the DSG show relationships among the staff members. The player must spend two weeks to view the Social diagram while the other two diagrams cost only one week; once these diagrams have been obtained, they may be viewed by the player at any time during the game. In the Enfield et al. (2012) study, we found that these diagrams were less likely to be viewed in the more successful games, and we suspected that these players had already played the DSG several times and were familiar with the diagrams. These relationships among staff members are addressed by Strategy 8, which seeks to target highly connected individuals in the hope that they will increase interest among their peers. I chose not to include the selection of these as part of the roboplayed games because they would have only a minimal impact on the number of weeks used in the games.

I excluded the Training Workshop (Prof), Ask Help, Compulsion, and Confrontation activities from roboplayed games because I could find no rationale for their use based on my understanding of DOI theory. However, the mean points per turn were higher than I expected for all but the Ask Help activity, suggesting to me that these activities may merit further investigation.

Independent samples t tests (Table 13) found significant differences between mean points per turn for all of the remaining activities except Pilot Test. However, most of the effect sizes (Cohen’s d, a measure of differences in terms of standard deviation based on pooled variances) were small, with the exceptions being Presentation (0.66) and Print (-1.75). I decided to focus on the activities in the replayed games that had both a relatively high frequency of use and high mean points per turn. The Site Visit activity was used 3,562 times (7.61% of turns) and scored an average of 11.583 points, making it the
most successful activity in terms of total points (18.34% of all points in replayed games). The second most successful activity was Talk To, which was used less frequently than in roboplayed games yet had a higher mean points per turn, resulting in 17.21% of all points in replayed games. Similarly, the Materials Workshop activity was used less frequently than in roboplayed games yet had significantly higher mean points per turn, garnering 14.82% of all points in replayed games. Combined, these three activities accounted for nearly half (47.84%) of all points in replayed games.

The Site Visit activity, in which five staff members are selected to visit a nearby school where peer tutoring is being used, is specified in Strategy 6 as a way to increase interest among potential adopters by allowing them to see the innovation in use, thereby providing how-to knowledge and reducing uncertainty. The original DSG code contains four possible outcomes, all of which award from 5 to 20 points including additional points if the Principal is already an adopter. Other than the Principal, the activity does not reward the use of opinion leaders. One outcome awards additional points to the six members of the curriculum committee. This outcome also awards one point for three of the five visitors with an additional two points for each of these three visitors if the Principal is already an adopter. However, the code was written so that all five visitors received points, resulting in from two to six additional points added erroneously. I fixed this error before running the roboplayed games, but it impacted the results of the replayed games. The flawed outcome was randomly selected 26% of the time that Site Visit was used (928 out of 3,562 turns). However, not all points were always awarded. If, for example, a selected staff member or curriculum committee member was already an adopter, he or she would receive no points. Using the available data, I calculated that an
additional 2,808 points had been erroneously awarded. Subtracting these from the 41,258 total points awarded for Site Visit reduced the mean points per turn to 10.794, which is closer to the 9.592 in the roboplayed games but still significantly different, $t_{0.005}(4004) = 4.792$, $p<0.000$, with a small effect size of -0.24 (Cohen’s $d$). However, it is impossible to know what choices players might have made and how the overall game results would have changed had they not received those additional points.

The Talk To activity requires the selection of one staff member. It has 45 possible outcomes that comprise 11 groups of outcomes (Figure 6).

![Figure 6](image)

*Figure 6. Groupings of staff members for determining the results of the Talk To activity.*

The Principal alone has 10 possible outcomes divided into three groups. The Secretary and the Janitor, who are gatekeepers to resources, have four possible outcomes each. The rest of the outcomes are essentially grouped by adopter type, with the opinion leaders (F,
H, and M) forming their own group. Given the variety of outcomes for this activity, I decided first to examine the selection of staff members (Table 14).

Table 14  
Top Quartile Games: Comparison of Staff Selection for the Talk To Activity by Frequency and Scores

<table>
<thead>
<tr>
<th>Staff</th>
<th>Turns in Roboplayed Games</th>
<th>Turns in Replayed Games</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>%</td>
</tr>
<tr>
<td>A</td>
<td>305</td>
<td>7.28%</td>
</tr>
<tr>
<td>B</td>
<td>305</td>
<td>7.28%</td>
</tr>
<tr>
<td>C</td>
<td>305</td>
<td>7.28%</td>
</tr>
<tr>
<td>D</td>
<td>192</td>
<td>4.58%</td>
</tr>
<tr>
<td>E</td>
<td>178</td>
<td>4.25%</td>
</tr>
<tr>
<td>F</td>
<td>305</td>
<td>7.28%</td>
</tr>
<tr>
<td>G</td>
<td>304</td>
<td>7.26%</td>
</tr>
<tr>
<td>H</td>
<td>305</td>
<td>7.28%</td>
</tr>
<tr>
<td>I</td>
<td>125</td>
<td>2.98%</td>
</tr>
<tr>
<td>J</td>
<td>304</td>
<td>7.26%</td>
</tr>
<tr>
<td>K</td>
<td>100</td>
<td>2.39%</td>
</tr>
<tr>
<td>L</td>
<td>305</td>
<td>7.28%</td>
</tr>
<tr>
<td>M</td>
<td>69</td>
<td>1.65%</td>
</tr>
<tr>
<td>N</td>
<td>69</td>
<td>1.65%</td>
</tr>
<tr>
<td>O</td>
<td>57</td>
<td>1.36%</td>
</tr>
<tr>
<td>P</td>
<td>45</td>
<td>1.07%</td>
</tr>
<tr>
<td>Q</td>
<td>54</td>
<td>1.29%</td>
</tr>
<tr>
<td>R</td>
<td>56</td>
<td>1.34%</td>
</tr>
<tr>
<td>S</td>
<td>55</td>
<td>1.31%</td>
</tr>
<tr>
<td>T</td>
<td>44</td>
<td>1.05%</td>
</tr>
<tr>
<td>U</td>
<td>52</td>
<td>1.24%</td>
</tr>
<tr>
<td>V</td>
<td>305</td>
<td>7.28%</td>
</tr>
<tr>
<td>W</td>
<td>305</td>
<td>7.28%</td>
</tr>
<tr>
<td>X</td>
<td>44</td>
<td>1.05%</td>
</tr>
</tbody>
</table>

Grand Total 4188 100.00% 1.723 17115 100.00% 2.262 0.540

The staff members are referred to by the letters used in the game to identify them, with A being the Principal, B the Secretary, and C the Janitor. Four of the staff members stood out as anomalies because of the large differences in their mean points per turn between the roboplayed and replayed games: the Science Chairman (G), a Social Studies
Teacher (L), the Language Arts Chairman (M), and a Foreign Language Teacher (P).

The Language Arts Chairman is an Early Adopter and opinion leader, while the other three are Innovators. I isolated these four staff members and analyzed the outcomes when they were selected in the games (Table 15).

Table 15
Top Quartile Games: Comparison of Outcomes by Frequency and Scores when Talk To was Selected

<table>
<thead>
<tr>
<th>Feedback</th>
<th>Roboplayed Games</th>
<th>Replayed Games</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>G</td>
<td>L</td>
</tr>
<tr>
<td></td>
<td>Turns</td>
<td>M Points</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7a</td>
<td>16</td>
<td>2.438</td>
</tr>
<tr>
<td>7b</td>
<td>23</td>
<td>0.565</td>
</tr>
<tr>
<td>7c</td>
<td>21</td>
<td>0.381</td>
</tr>
<tr>
<td>7d</td>
<td>9</td>
<td>0.000</td>
</tr>
<tr>
<td>8a</td>
<td>64</td>
<td>0.078</td>
</tr>
<tr>
<td>8b</td>
<td>53</td>
<td>0.019</td>
</tr>
<tr>
<td>8c</td>
<td>75</td>
<td>3.493</td>
</tr>
<tr>
<td>8d</td>
<td>49</td>
<td>0.041</td>
</tr>
<tr>
<td>8e</td>
<td>63</td>
<td>0.048</td>
</tr>
<tr>
<td>Grand Total</td>
<td>304</td>
<td>0.898</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Feedback</th>
<th>G</th>
<th>L</th>
<th>M</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Turns</td>
<td>M Points</td>
<td>Turns</td>
<td>M Points</td>
</tr>
<tr>
<td>1</td>
<td>30</td>
<td>0.000</td>
<td>30</td>
<td>0.000</td>
</tr>
<tr>
<td>7a</td>
<td>251</td>
<td>6.502</td>
<td>220</td>
<td>4.068</td>
</tr>
<tr>
<td>7b</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7c</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7d</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8a</td>
<td>156</td>
<td>2.500</td>
<td>70</td>
<td>2.400</td>
</tr>
<tr>
<td>8b</td>
<td>146</td>
<td>2.322</td>
<td>64</td>
<td>2.234</td>
</tr>
<tr>
<td>8c</td>
<td>158</td>
<td>6.247</td>
<td>68</td>
<td>5.956</td>
</tr>
<tr>
<td>8d</td>
<td>156</td>
<td>2.359</td>
<td>67</td>
<td>2.403</td>
</tr>
<tr>
<td>8e</td>
<td>163</td>
<td>3.233</td>
<td>65</td>
<td>3.292</td>
</tr>
<tr>
<td>Grand Total</td>
<td>809</td>
<td>3.227</td>
<td>364</td>
<td>2.997</td>
</tr>
</tbody>
</table>
For staff members G, L, and P, I reviewed the feedback text for the five outcomes (8a through 8e). The text for 8e says that the selected staff member receives all necessary points to become an adopter, while the text for the other four outcomes says to award the staff member three points. The text for 8e additionally awards one point to the staff member’s lunchmates. Because the mean points per turn in roboplayed games was substantially lower than expected based on the feedback text, I examined each staff member’s stage in the innovation-decision process during the turns in which they were selected. I found that G, L, and P were already adopters over 90% of the time when there were selected for the Talk To activity. Therefore they could not receive the points that were awarded to them. On the surface, this suggests that the strategy-selection algorithm might be improved so that adopters would not be selected for the Talk To activity. However, many activities require the use of Talk To with a staff member before he or she can be selected.

I used the same approach described above for staff member M, who has a different group of outcomes. Other than 7d, which awards no points, all of the feedback texts award either one or two points to the staff member and an additional one or two points to each of his or her lunchmates (7a) or social contacts (7b, 7c). Here too, in roboplayed games M was already an adopter 88% of the time and so could not receive points. Furthermore, his two social contacts were almost always adopters or near adoption. While analyzing these data, I noticed that two outcomes (7e and 7f) did not appear in my summaries. A query of the databases for both roboplayed and replayed games revealed that these outcomes had never been selected. I reviewed the original DSG
code and found that the function for randomly selecting from this group of outcomes had an error that excluded these two outcomes.

The Materials Workshop activity has seven possible outcomes. Two of these award no points because either the Principal or the Janitor has not yet been selected for the Talk To activity. The feedback texts for the remaining five outcomes say to double the points awarded if the Principal is already an adopter. I figured this might explain the difference in mean points per turn between roboplayed and replayed games. In roboplayed games, the Principal was an adopter 45.4% of the time when Materials Workshop was selected, while in replayed games he was an adopter 64.1%. This explains some of the difference between the mean points per turn. However, when I looked at only those turns in which the Principal was an adopter, I still found large differences (Table 16).

<table>
<thead>
<tr>
<th>Feedback</th>
<th>Roboplayed Games</th>
<th></th>
<th></th>
<th></th>
<th>Replayed Games</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Turns</td>
<td>%</td>
<td>M Points</td>
<td></td>
<td>Turns</td>
<td>%</td>
<td>M Points</td>
</tr>
<tr>
<td>32</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>16</td>
<td>1.64%</td>
<td>0.000</td>
</tr>
<tr>
<td>33</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>23</td>
<td>2.36%</td>
<td>0.000</td>
</tr>
<tr>
<td>36a</td>
<td>116</td>
<td>27.62%</td>
<td>8.690</td>
<td></td>
<td>191</td>
<td>19.59%</td>
<td>12.613</td>
</tr>
<tr>
<td>36b</td>
<td>98</td>
<td>23.33%</td>
<td>19.867</td>
<td></td>
<td>282</td>
<td>28.92%</td>
<td>36.404</td>
</tr>
<tr>
<td>36c</td>
<td>110</td>
<td>26.19%</td>
<td>16.155</td>
<td></td>
<td>262</td>
<td>26.87%</td>
<td>33.889</td>
</tr>
<tr>
<td>36d</td>
<td>96</td>
<td>22.86%</td>
<td>5.719</td>
<td></td>
<td>201</td>
<td>20.62%</td>
<td>7.393</td>
</tr>
<tr>
<td>Grand Total</td>
<td>420</td>
<td>100.00%</td>
<td>12.574</td>
<td></td>
<td>975</td>
<td>100.00%</td>
<td>23.631</td>
</tr>
</tbody>
</table>

The outcomes for 36b and 36c award the highest points, and the feedback texts for these indicate that two points are awarded (doubled to four because the Principal is an adopter) to every staff member in the Interest phase (36b) and the Interest or Trial phase (36c). Therefore the difference in points awarded must be attributable to the fact that
more staff members were in those phases when *Materials Workshop* was selected in replayed games. An analysis of these turns (Table 17) revealed that for 36b, only 12.54% of the staff members were in the Interest phase for roboplayed games compared with 29.47% for replayed games. For 36c, a total of 26.10% of staff members were in the Interest or Trial phase in roboplayed games while replayed games had 48.51%. Instead, the roboplayed games had more staff members in earlier phases, with 25.75% for 36b and 23.29% for 36c versus replayed games with 6.47% and 8.8%.

Table 17
*Top Quartile Games: Comparison of Staff Members’ Innovation-Decision Phase when Materials Workshop was Selected and the Principal was an Adopter*

<table>
<thead>
<tr>
<th>Phase</th>
<th>Roboplayed Games</th>
<th>Replayed Games</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>36b</td>
<td>36c</td>
</tr>
<tr>
<td>[No Phase]</td>
<td>15.89%</td>
<td>14.94%</td>
</tr>
<tr>
<td>Awareness</td>
<td>9.86%</td>
<td>8.35%</td>
</tr>
<tr>
<td>Interest</td>
<td><strong>12.54%</strong></td>
<td><strong>8.53%</strong></td>
</tr>
<tr>
<td>Trial</td>
<td>17.83%</td>
<td>17.58%</td>
</tr>
<tr>
<td>Adoption</td>
<td>43.88%</td>
<td>50.61%</td>
</tr>
<tr>
<td>Grand Total</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
</tbody>
</table>

The explanation for this is complicated. The score calculated by the strategy-selection algorithm for the *Materials Workshop* activity (Strategy 9) is based on the percentage of staff members who have at least one point in the Interest phase but still need points in either the Interest or Trial phase. At the same time, Strategy 1 targets earlier adopters as much as possible, so that they reach the Interest phase well before other staff members. This resulted in the *Materials Workshop* activity being selected earlier in the roboplayed games (the mean turn is 20.88) than in replayed games (the mean turn is 28.83), \( t_{0.05}(1402) = -14.34, p<0.000 \), with a large effect size (Cohen’s \( d \)) of -0.93.
Together, the differences in frequency of use when the Principal was an adopter and the number of staff members eligible to receive points accounted for the higher mean points per turn for the replayed games. This suggests a potential improvement to the strategy-selection algorithm. One approach would be not to let later adopters fall too far behind by targeting them once a certain percentage of staff members had reached the Interest phase. This seems reasonable from the perspective of DOI theory because activities that don’t target particular individuals should be more effective if more people are prepared to engage in them. Rogers recommends trying to achieve a critical mass of adopters so that further adoption becomes somewhat self-sustaining, but perhaps a corollary should be not to lose focus of the more resistant members of the system.

**Research Question 2: What does the proposed method contribute that is not available through related methods?**

Comparing APTMV with other verification methods was a subjective task. Using multiple methods of verification is a recommended practice, but the choice of methods depends on many variables, including the context, the content, and the knowledge and preferences of the person(s) conducting the verification. I began with two programming goals: first, to adapt the DSG code so that I could replay the historical games and generate the missing data necessary for an analysis of gameplay patterns; second, to write a program that would use the adapted code to play new games using optimal strategies based on DOI theory. Accomplishing these goals required careful inspection of both the DSG code and my additional code, and this involved an iterative cycle of coding, testing, analyzing, and debugging.
In addition to APTMV, I used several methods (often simultaneously) to audit my code and verify the computational model. These methods, which are described in the literature review, were: walkthrough, execution tracing, desk checking, syntax checking, and statistical analysis. The first four methods focused mostly on the structure and accuracy of the code. Because the ultimate purpose of the roboplay code was essentially to instantiate a separate computational model of DOI theory with which to test the DSG’s model, these methods were critical in reducing the chance of errors in my code. I also established face validity by asking experts in DOI theory to review the strategies that were the basis for my computational model. APTMV, sometimes used in conjunction with statistical analysis, was used to examine the results of turns and outcomes of games. However, anomalies in the results always led back to examination of the code to determine whether they were caused by coding errors or model design flaws.

Writing the code to replay the historical games required a thorough understanding of the original DSG code, so I began with an individual walkthrough of the code to become familiar with the structure, functions, and variables. I examined the code using Adobe’s Dreamweaver software, which does automatic syntax checking for PHP and thereby made it easier to identify programming errors. The DSG was structured such that every activity had its own Web page containing hundreds of lines of redundant PHP, HTML, and CSS code. Replaying the historical games did not require displaying these pages; instead I only needed the functions for calculating scores and updating records. Therefore I created a single page of PHP code with a function for each activity, and I reduced all of the redundant code to a set of functions that could be called to handle input, calculate scoring, and write results to both XML files and a database. These
functions retained as much of the original code as possible because I needed to duplicate
the results of the historical games, errors and all. Additional functions retrieved original
gameplay information and sequentially passed it to the game engine in order to replay
every turn of every game. During the process of writing and testing this code, I found
most of the coding errors that would comprise my “bug report” (see Appendix F);
however, some significant errors did not show up until I began analyzing the data from
roboplayed games. I discovered programming errors of the following types:

- **Typographic errors:** These were usually incorrectly spelled variable names, such
  as “$tiral” instead of “$trial” and “$totoalpoints” instead of “$totalpoints.”

- **Code syntax errors:** These contained invalid combinations of characters according
to the programming language’s rules, such as omitting the index in an array
reference (e.g., “$interest” instead of “$interest[$i]” to specify a particular
  element in the $interest array).

- **Semantic errors:** These were syntactically correct yet produced the wrong results
  without crashing the program. These usually awarded the wrong number of points
  or awarded points to the wrong staff member; they were found by comparing the
code with the feedback text for every possible turn result.

- **Logic errors:** These were a special type of semantic error involving incorrect
  logical operators. For example, one turn result specified awarding points only if
  the selected staff member was not the Secretary OR was not the Janitor, which
  should have been not the Secretary AND not the Janitor.

Some of these errors explained unexpected findings in the Enfield et al. (2012)
study. For example, in that study we found that games in which players achieved all 22
adopters were 4.6 times more likely to use the Print activity. I discovered that the code for every possible result of using the Print activity contained semantic errors that awarded more points than intended. Savvy players may have recognized and exploited this flaw. These errors were not corrected prior to replaying the historical games as that would have made it impossible to match the scoring and results of original gameplay decisions. All known errors were fixed before running the roboplay program using optimal strategies so that anomalous results would likely be due to discrepancies between the computational and conceptual models.

In this case, conducting an individual walkthrough of the original DSG code was necessary because I had not written it, yet I needed to adapt it for my purposes. The walkthrough revealed numerous coding errors that probably would have been found through subsequent testing and debugging or eventually through APTMV analysis, but those methods are generally more laborious and less efficient.

Execution tracing, desk checking, and syntax checking generally were used in tandem while writing both the replay and roboplay code. I periodically used desk checking while writing my code to ensure that modifications I made—especially to the strategy-selection algorithm—were consistent across functions. I wrote my code in Adobe’s Dreamweaver software, which provides some simple, automatic syntax checking for PHP and helped me to avoid small yet costly errors like misspelling variable names and omitting closing braces for functions. Execution tracing enabled me to follow the conditional paths of the code and the variable declarations to ensure, for example, that the score for Strategy 1 was being added to other strategy scores only during the first fifteen turns of a game. Again, final APTMV analysis might have uncovered these errors,
but the process would have been less efficient. Overall, these methods increased the likelihood that the implementation of the optimal strategies as a computational model was accurate and would provide reliable data for evaluating the DSG’s computational model.

APTMV analysis of data from replayed games confirmed that significant programming errors found through code review were manifested in game results that were inconsistent with predictions based on using optimal strategies. In the replayed games, for example, the errors in the score calculations for the Print activity made it more successful than predicted, and APTMV identified this discrepancy when comparing replayed games to roboplayed games. Other unpredicted results were traced back to errors in the code that weren’t found during code review, demonstrating that APTMV may be used to support code review through analysis of gameplay results.

APTMV proved especially useful in identifying potential discrepancies between the computational and conceptual models and in quantifying the results of modifications to the code in order to improve the computational model. I was able to fine-tune the DSG code for the Demonstration and Pilot Test activities so that they resulted in mean points per turn that were reasonable with respect to other activities yet improved overall game results to meet the threshold of confidence for model verification. Statistical analyses in the form of $t$ tests supported the assertion that these changes made significant differences in the mean points per turn.

**Research Question 3: What improvements can be made to the proposed method?**

By documenting problems encountered, solutions attempted, and ideas for improving APTMV throughout data collection and analysis, I identified potential
improvements to the method. To answer this research question, I will discuss each step of the APTMV procedure.

**Step 1: Formulate the conceptual model as patterns of temporal events.**

In this study, the conceptual model was the diffusion of innovations theory as described by Rogers (2003). Rogers provides a number of generalizations about what actions should be effective with various adopter types at different stages of the innovation decision process (see Appendix B). This made it fairly easy to identify important data classifications and their categories. However, this task requires a solid understanding of APT, and reading Frick’s explanations (e.g., Frick, 1990) may not be sufficient preparation. Because this step is crucial in using APT—for model verification or any other purpose—I suggest developing instructional resources to prepare designers and researchers to use APT.

**Step 2: Map those events to actions that may be taken in the simulation.**

Game mechanics are methods for taking actions in a game. See Reigeluth and Myers (2012) for a discussion of game mechanics and their relationship to instructional design for serious games. The DSG’s core game mechanic is selecting diffusion and information activities. Some of these activities also employ a mechanic that requires the player to choose one or up to five staff members to participate in the activity. The success of an activity should depend largely on its alignment with each staff member’s adopter type and current phase in the innovation-decision process. The fundamental purpose of APTMV is to determine whether the results of using the game mechanics are consistent with predictions of real-world results based on the diffusion of innovations theory.
However, part of the process of mapping events to actions should include identifying aspects of the conceptual model that are not included in the computational model, and that was not done in this study. For example, Rogers discusses “reinvention” in which potential adopters adapt the innovation to suit their particular situations and needs. If for some reason people are not allowed or able to reinvent the innovation, they are less likely to adopt it. This aspect of diffusion of innovations theory was added after the DSG was developed, so it is not part of the computational model. As another example, Rogers discusses the use of incentives to entice later adopters to adopt earlier and accelerate the rate of adoption, but incentives are not part of the DSG. Whether these and other aspects of the diffusion of innovations theory that are missing from the DSG should be included are design decisions influenced by the learning goals and the desired fidelity and complexity of the DSG. Nevertheless, differences between the conceptual and computational models should be noted and discussed during the APTMV process.

**Step 3: Validate mappings of events to simulation actions.**

At this point we try to eliminate as much bias as possible from the verification process by asking experts to review the assumptions made about the relationship between the conceptual and computational models. In this study, I requested assistance from six people who either had published papers related to diffusion of innovations theory or had taught related classes. Of the two who agreed to participate, one had never played the DSG while the other used it regularly in his classes. The first reviewer did not directly address the assumptions I put forth, commenting that it was difficult to understand them without experiencing the simulation. He said that what I proposed seemed reasonable, but he continued by stressing the importance of context for the success of diffusion activities.
The second reviewer directly addressed each assumption and in some cases suggested design alternatives based on his understanding of the theory. Both of these reviewers provided useful feedback, but it seems that validation of mappings might be improved by asking reviewers to play the simulation to understand its context.

**Step 4: Identify the data associated with those actions that are required for analysis.**

Because the DSG consists of discrete turns with just a few game mechanics, identifying the required data seemed like it would be fairly simple. However, it ended up being an iterative process that involved multiple attempts until I finally had all of the variables necessary to answer my research questions. Each of the final datasets (one for the replayed games and one for the roboplayed games) consisted of 150 variables, including 5 variables for each of the 24 staff members.

The approach I took with roboplayed games (which were analyzed before replayed games) was to run a small number of games and then see if I was able to calculate the values needed to answer my research questions. In some cases I was able to calculate new variables in Excel rather than rewrite my code to calculate and store those values during automated gameplay. For example, the variables S1, S2, S3, S4, and S5 were used to store the codes for the staff members who were selected to participate in targeted activities. However, I found that for data analysis it was better to have a Boolean variable for each staff member indicating whether he or she was selected in a given turn. It was easier to write a formula in Excel to calculate this rather than to modify the DSG code and database and rerun the games.
Step 5: Specify the threshold of confidence.

This was perhaps the most difficult step in the procedure. Determining the required probabilities for the model to be considered accurate depends on a number of variables, but the primary consideration should be the risks associated with using a flawed model. Simulations used to train pilots or doctors, for example, should have extremely high verification thresholds due to the real-world dangers that may result from poor learning experiences. Situational simulations that attempt to model human behavior are generally more stochastic, so deciding on an appropriate verification threshold requires balancing the unpredictability of human nature with the desire to convey the attributes of the underlying theory that is to be learned. More specific guidelines for specifying the threshold of confidence for model verification may emerge over time as APTMV is used with a variety of types of simulations in different contexts.

Step 6: Programmatically collect and store the data.

Data requirements are based on classifications and categories as described above. I designed a database specifically for this project based on the data needed to verify the model, and I modified the DSG to capture those data and insert them into the database. However, ideally the APTMV approach to model verification should be part of the planning and design process of a simulation so that the collection and storage of the necessary data is included in the original code. Modifying the code after the simulation is finished increases the risk of introducing errors that may affect the operation of the simulation.
Step 7: Format the data for insertion into the specialized MAPSAT database.

I included this and the next step in the procedure anticipating the day when MAPSAT software will be available. We currently have a MAPSAT database that can store both temporal and structural data for analysis, and we built a prototype tool that can calculate the structural properties of systems as specified by MAPSAT. Once we have a tool for querying temporal patterns and have tested and modified the database as necessary, we will document the format and procedure for loading data into the database. Until that time, model verification must take an approach similar to the one used in this study.

Step 8: Specify queries of the data for patterns of interest using MAPSAT software.

Lacking MAPSAT software, I instead analyzed roboplayed games by assigning scores for each strategy to every turn, selecting the optimal strategy, and looking at the results to determine whether these strategies—which were predicted to lead to success based on DOI theory—actually resulted in high scores. For replayed games, I looked for instances in which successful game results were achieved when optimal strategies were not used. However, I was able to take this approach only because a large amount of historical gameplay data was available. An alternative approach not taken in this study would be to program roboplaying so that sub-optimal strategies or strategies predicted not to be successful were used.
Step 9: Analyze the results of queries to ascertain the probability that the computational model accurately represents the conceptual model.

MAPSAT software would have calculated the probability of achieving a successful game given the appropriate use of each strategy. An optimal strategy with a lower than expected probability would have indicated a flaw in the computational model. In this study, I instead used statistical methods to find strategies that were not performing as expected as well as to find unpredicted strategies that were successful. When MAPSAT software is available, it should be useful to compare both approaches to understand the strengths and weaknesses of each.
CHAPTER 6: CONCLUSIONS

Summary

When a simulation or simulation game is designed for educational purposes, the designers must ensure that they achieve the appropriate degree of fidelity with respect to the conceptual model on which it is based. Otherwise the learning experience may lead to misconceptions based on incorrect feedback. Model verification is a procedure for ensuring that the conceptual model of a real-world phenomenon has been translated into a computational model with sufficient accuracy. The purpose of this study was to test whether the proposed method for the verification of a simulation’s computational model, referred to as analysis of patterns in time for model verification (APTMV), is effective in providing quantified evidence of and in improving a model’s performance.

The APTMV method of simulation model verification is based on a concept that is easy to understand: pattern matching. Simulation modeling begins by selecting or creating a conceptual model of a system, process, entity, or other phenomenon of interest. If this conceptual model can be used to predict outcomes based on joint and/or sequential patterns of the model’s components, it is likely that APTMV can be used to verify the related computational model by calculating the occurrence of those predicted outcomes in the simulation given the same patterns. Outcomes for highly deterministic models are reliably predictable and should require a high threshold of confidence for verification, while more stochastic models should have a lower threshold to accommodate the variability of outcomes.

Balci (1997) identified four types of model verification methods: informal techniques, static techniques, dynamic techniques, and formal analysis. APTMV is a dynamic technique because it requires model execution in order to examine the results of...
the model’s performance. In simulation modeling it is generally acknowledged that no single verification method can provide sufficient evidence of a model’s accuracy. Instead, multiple methods are employed and are selected based on a variety of considerations, including the purpose and type of simulation and the knowledge and skills of the designer(s) doing the model verification. In this study, the methods used in addition to APTMV were walkthrough, execution tracing, desk checking, syntax checking, and statistical analysis. Experts on the conceptual model provided a degree of face validity by reviewing the proposed strategies for testing the computational model.

The case used in this study to test the APTMV method was the *Diffusion Simulation Game* (DSG), which has as its primary conceptual model the diffusion of innovations theory (DOI). In the DSG, the player takes on the role of a change agent in a junior high school who must persuade as many of the staff members as possible to adopt peer tutoring before the end of two academic years. The player may select information activities to obtain descriptions of the staff members and observe their social connections. The player may also select diffusion activities, some of which require the selection of one or more staff members, to spread knowledge about peer tutoring and move individuals toward its adoption.

Rogers (2003) makes a number of generalizations based on DOI theory about what should be effective in the real world to promote the adoption of an innovation within a social system. Those generalizations can be expressed as temporal patterns of events and attributes of system members. For example, Rogers says that mass media communication channels can be especially effective in raising the awareness and interest of earlier adopters. For this study, I expressed generalizations from DOI theory as
strategies consisting of joint and sequential patterns of components in the DSG. Those components included activities (e.g., using mass media); the innovation-decision phase for each member of the system (which changes over time as members become aware of the innovation and move toward adoption); and attributes of system members, such as adopter type, opinion leadership, and interpersonal connections. Each turn in the DSG requires the player to decide on a course of action, and these choices in total comprise an interaction trail that may be compared with optimal strategies based on DOI theory.

Two approaches were used to examine interaction trails. The first approach entailed using a computer program to automatically play the DSG, and I called these “roboplayed” games. At the heart of this program was a strategy-selection algorithm that examined the game state during each turn, calculated a score for each optimal strategy, and implemented the highest scoring strategy. In this way, every turn of every game employed the best possible strategy based on DOI theory. The hypothesis was that this approach should result in a majority of games (more than 60%) in the top quartile in terms of possible points obtained, an outcome I called the threshold of confidence for model verification.

The computational model of the DSG initially failed to achieve the desired threshold of confidence for verification. Examination of APTMV data revealed aspects of the model that were not performing as expected. For example, the Pilot Test activity, in which one staff member is selected for a hands-on trial of peer tutoring, had a significantly lower mean points per turn than any other activity. The strategy specified that the staff member must already be in the Interest phase, and usually an opinion leader with a large social network was selected. Investigation of the game algorithm revealed
that one staff member who was frequently selected for this activity—an earlier adopter and opinion leader—was grouped with later adopters, resulting in almost no points for those turns. I made some small changes to the feedback groupings so that, in terms of adopter type, similar staff members were grouped together. This resulted in improved performance for this aspect of the computational model. I made several other modifications to the model based on examination of similar discrepancies in the data and tested the results. These small changes were enough to affect game outcomes so that the threshold of confidence was met.

The second approach entailed examining games that had been played by real players between October 2006 and April 2009 (n=2,361). Where the first approach tested whether strategies based on DOI theory were successful in the DSG, this approach sought winning strategies that could not be explained by DOI theory. Therefore I focused on only games in the top quartile of possible points. In these games, I looked for strategies that had both a relatively high frequency of use and high mean points per turn. Because the data collected when these games were originally played were not sufficient to conduct APTMV analysis, I wrote a program to replay these games using the extant data. I called these “replayed” games to distinguish them from roboplayed games.

Several successful strategies that I discovered in the replayed games were the result of programming errors that awarded more points than intended based on the original board game algorithm. In a previous study (Enfield et al., 2012), we found that the Print activity was used more frequently in successful games. During my individual walkthrough of the DSG code, I discovered that every result for the Print activity
awarded more points than intended by the original designers. Savvy gamers had clearly noticed the effectiveness of this activity and exploited it.

The *Materials Workshop* activity was used less frequently in replayed games than in roboplayed games, but the mean points per turn was higher. This suggested that real players had devised a better strategy for using this activity than I had using DOI theory. In examining the data, I discovered that real players were using this activity later in the game, when more staff members were in the Interest and Trial phases and therefore more open to this hands-on approach. The roboplayed games had targeted the earlier adopters so that they reached the Interest and Trial phases much sooner than the later adopters, and there were enough of them to make this the highest scoring strategy. However, the strategy would have been more successful if the strategy-selection algorithm had given preference to moving some of the later adopters into the Interest and Trial phases before using the *Materials Workshop* activity. Rogers recommends trying to achieve a critical mass of adopters to increase momentum toward adoption, but perhaps a corollary should be not to let the more resistant members of the system fall too far behind.

**Discussion of Research Questions**

The first research question is whether APTMV is an effective method for verifying and improving a simulation’s computational model. To answer this question, I wrote a program to play the DSG using a strategy-selection algorithm that analyzed the game state (i.e., current patterns of components) during each turn and selected the optimal strategy. Given the stochastic nature of the DSG and its educational goals (which include conveying the difficulty of being a change agent in the real world), I estimated that in order to verify that the computational model was sufficiently accurate, more than
60% of games that used these optimal strategies would need to accumulate enough points to fall in the top quartile of games based on total possible points.

I then ran the program to play a specified number of games and used basic data analysis techniques—such as calculating totals, frequencies, and means—to determine which particular strategies were not resulting in the predicted outcomes. This approach led me to find discrepancies between the DSG’s computational model and my strategy-selection algorithm. Some of these discrepancies were the result of coding errors in the computational model. Other discrepancies occurred due to subtle differences in the implementation of a generalization from DOI theory. For example, Rogers says that allowing potential adopters to see the innovation being used, especially by an opinion leader, can increase their interest in the innovation. My strategy-selection algorithm required that a staff member have completed the Awareness phase in order to be ready for the Demonstration activity conducted by an opinion leader; the DSG additionally required at least one point in the Interest phase. Designers could (and perhaps did) argue the merits of both choices based on their knowledge, experience, and intuition. However, I was able to modify the code to test both implementations and see how the changes impacted turn results and game outcomes. Not requiring a point in the Interest phase resulted in more games in the top quartile, but the mean points per turn for the Demonstration activity was much higher than for other activities, an undesired imbalance that might result in players ignoring other activities that should be equally effective. This example illustrates the effectiveness of APTMV in quantifying the outcomes of design decisions with regard to the fidelity of the computational model, and in using that information to make more informed design decisions.
Analysis of summary data also indicated that the *Pilot Test* activity had a much lower mean score per turn than any other activity. Further investigation revealed inconsistencies in the groupings of staff for activity results, with a particularly desirable target—a highly connected opinion leader—being grouped with Late Majority and Laggards. The DOI strategy of targeting individuals with large social networks to spread information about the innovation resulted in this staff member being selected frequently for the *Pilot Test* activity, yet few points were scored, indicating a potential flaw in the computational model. After making a few changes to these groupings, based largely on adopter type, the *Pilot Test* activity scores were more consistent with expected results. Again, APTMV proved useful in identifying a flaw in the computational model and in providing quantified evidence that changes to the model had the desired results.

Similar results were found for other strategies, and it would be possible to continue experimenting with the DSG’s parameters to fine-tune results and see how game outcomes were affected. The few modifications to the DSG that were explored here were sufficient to provide evidence that pattern analysis is an effective method for verifying a computational model.

The second research question concerns the usefulness of APTMV with respect to other verification methods. In terms of the Whitner and Balci taxonomy described above, APTMV is a dynamic, black box technique because it requires execution of the model and analysis of the output to make inferences about the model. Using multiple verification methods is recommended practice, but methods should be chosen to complement each other, balancing the strengths and weaknesses of each to increase confidence in the results. Several of the methods used in this study, including
walkthrough, desk checking, syntax checking, and execution tracing, are intended to ensure that the code for the computational model has as few errors as possible and conforms to standard coding practices, thereby reducing the possibility of unintended outcomes. However, a program may run without crashing and produce seemingly reasonable results yet still not be sufficiently accurate with respect to the conceptual model upon which it is based.

APTMV provides designers with a methodological approach for testing a computational model, obtaining quantified evidence of its performance, and evaluating the degree to which changes to the model affect outcomes. In this study, generalizations from DOI theory (the conceptual model) were mapped to strategies in the DSG that were expressed as patterns of actions and attributes. These patterns were enacted through automated gameplay using a strategy-selection algorithm that chose the optimal strategy for each turn given the current game state. I hypothesized that this approach should result in at least 60% of games falling into the fourth quartile in terms of adoption points achieved (the threshold of confidence) in order to verify that the computational model is reasonably accurate given the learning goals. The first APTMV results indicated that the computational model failed to meet the threshold of confidence. At that point I used statistical methods to analyze the APTMV data and seek the model’s flaws.

According to the literature, statistical methods are often used to make sense of the large amount of data generated through the use of dynamic verification techniques such as APTMV. In this study, APTMV results were analyzed using descriptive statistics and \( t \) tests to identify and investigate problematic aspects of the computational model and to determine whether changes to the model resulted in significant differences and desired
outcomes. Combining APTMV with statistical methods proved useful for going beyond a simple yes/no answer to the verification question and instead seeking a satisficing solution.

The third research question asks what potential improvements can be made to APTMV. First and foremost, MAPSAT software for pattern analysis should greatly improve the efficiency of model verification using APTMV. Exporting data from the MySQL database and importing it into Excel for analysis was not difficult, but doing this repeatedly took time that would have been better spent on higher-level tasks. I spent many hours writing and debugging formulas in Excel to detect the desired patterns, but MAPSAT software should simplify and streamline the use of APT in general. Writing gameplay data directly to a MAPSAT database, from which patterns of interest could then be queried and probabilities calculated, would save designers valuable time. It would also accelerate the process of model verification for simulation designers who want to use APTMV for formative evaluation of computational models.

More detailed guidance is needed for simulation designers who want to use the APTMV method in their work. The current procedure includes brief descriptions of the steps with guiding questions and explanations. However, unless users are already familiar with APT, I suspect they will need more detailed assistance in, for example, translating a conceptual model into relevant classifications and categories. The current study can serve as an example, but more examples would be useful in demonstrating how different contexts may influence data requirements and choice of complementary model verification methods. One approach would be to build a simulation of the MAPSAT
software with an instructional overlay (Reigeluth & Schwartz, 1987) that would guide the user through the APTMV process.

The process of expert review and validation also needs to be improved. For the current study, experts were asked to validate the strategies I formulated based on DOI theory and mapped to events in the DSG. One expert had not played the DSG and so had to rely on descriptions of the DSG’s context and activities. While he thought that the strategies seemed reasonable, he emphasized that the contextual phenomena surrounding the diffusion situation would influence the effectiveness of any particular strategy. The other expert I consulted regularly used the DSG in classes he taught on change management and the diffusion of innovations. He addressed the strategies more directly based on his knowledge of the DSG and also suggested design options such as including incentives and penalties. It seems to me that an entire study could focus on how to select experts for simulation review and what information to provide them. The next time I conduct model verification for a simulation, I may seek experts on the conceptual model who have not played the simulation and ask them to play it once or twice before validating strategies.

I struggled in defining the threshold of confidence for model verification, and I think it would be fruitful to develop and test other definitions. The metric for verification may vary depending on the type or context of the simulation, the goals of the simulation designers, the other methods of verification being used, or other situational variables. After APTMV has been used several times, heuristics for determining the threshold of confidence may begin to emerge.
Implications for Practice

When learners engage with an interactive system like a game or simulation, they attempt to make sense of the underlying model through a cycle of trial, feedback, and judgment, actively inferring rules and properties based on the results of their actions. If that model does not respond as intended by the designers, learners may draw the wrong conclusions from their experiences. Therefore it is critical that designers verify their models to ensure that they perform with sufficient accuracy.

As this study has shown, APTMV is a viable approach to model verification and improvement. In a best-case scenario, the APTMV process would begin early in a project lifecycle to ensure that automated gameplay is part of the design and that necessary data are being collected for pattern matching. APTMV could then be used during an iterative development process to provide formative evaluation of the computational model. However, if it is not possible or desirable to include automated gameplay (perhaps due to the additional time and expense, for example), APTMV could still be used as long as the appropriate data were collected for analysis. The drawback would be the time required to manually play enough games to generate sufficient data for analysis.

In this study, I conducted the DSG model verification, and I was not a member of the original design team. It seems to me necessary to have model verification led by someone who has no (or little) knowledge of the computational model design, to avoid bias toward accepting previous design decisions. However, that person should be a subject matter expert and/or should consult one or more experts who were not involved in the model design to ensure that the patterns used to test the model are valid.

As is common practice, APTMV should be used with other verification methods to increase the reliability of the verification decision. In this study, APTMV proved
compatible with static methods (desk checking, walkthrough, syntax checking), uncovering coding errors missed when those methods were used. The APTMV pattern scores and associated gameplay data were amenable to statistical analysis; in this study, descriptive statistics and $t$ tests were used, but in a different context regression and other techniques may be applicable.

**Limitations of the Study**

A limitation of this study is that it examines only one type of simulation—a situational simulation designed for educational purposes (types of simulations are discussed in the review of the literature). It may be that the proposed method is applicable to other types of simulations, but exploration of that possibility is beyond the scope of the current study. Furthermore, this study examines a single simulation game, and other situational simulations may have different contexts, mechanics, and underlying models that make them unsuitable for APTMV.

The DSG gameplay strategies that I formulated were based on my understanding of DOI theory, based primarily on a close reading of Rogers (2003). Even though the strategies were distributed for expert review, only two experts responded to requests for assistance. It is possible that I misinterpreted Rogers or incorrectly formulated a gameplay strategy. In terms of model verification, a flawed strategy may result in an erroneous decision.

While I took many precautions to ensure that my code worked as desired, it is possible that the findings could be corrupted by, for example, a faulty calculation of strategy scores. As was seen during the verification process, even small changes to the code can result in significantly different game outcomes.
In using APTMV to conduct model verification, I necessarily drew upon my particular knowledge and skills. I have over a decade of experience in Web programming, including several recent years of intermittent PHP development. Furthermore, I was employed for many years as an analyst in institutional research at a university, extracting large volumes of data from information systems and poring through them to find and correct errors. Over the years, I have developed some expertise in spotting data anomalies and tracking down their causes. In at least some cases, the ability to replicate the APTMV approach will require one or more people with similar knowledge and skills.

**Suggestions for Future Research**

In discussing the results of this study in relation to the third research question (regarding improvements to the method), I noted several aspects of the APTMV method that could be improved through further application and research. Because this was a single-case study, there are several potential lines of research that could improve the usefulness and reliability of APTMV.

Further research is needed with different situational simulations and with other types of simulations to determine the proposed method’s range of applicability. Can APTMV be used to verify the computational model of a physical system? How will it work with agent-based models? Does the method need to change to accommodate different types of models or contexts of use? This knowledge will be especially useful to practitioners trying to decide whether they might use APTMV in their simulation modeling process.

Another area of research concerns defining the threshold of confidence for model verification. In this study, I took into account the stochastic nature of turn results and the
designers’ expressed goal of conveying the difficulty of change agentry when I set the threshold of 60% of games in the fourth quartile. Was that threshold strict enough? A follow-up study using the same code and strategies might explore the effects of setting different values for the threshold of confidence. Similar studies with other simulations should seek to find moderating factors and to establish guidelines for setting the threshold of confidence.

It would also be useful to establish a protocol for soliciting experts’ reviews of simulations with respect to model verification. Research might explore formats for presenting the model for review and for gathering feedback. Is it helpful for experts to play a working prototype, or does that invite feedback on the face validity of the simulation rather than on the patterns to be used in testing the model?

Using APTMV in combination with several other model verification methods revealed both significant and subtle problems with the online version of the DSG. Many of these problems were the result of programming errors; some of these errors were discovered through a close examination of the code, but others were not detected until the simulation was executed hundreds of times and APTMV data revealed anomalies. More importantly, APTMV enabled detection of design errors that negatively impacted the fidelity of the computational model with respect to DOI theory. Furthermore, APTMV provided quantified evidence that design modifications improved the fidelity of the computational model, reducing the chance that learners would develop misunderstandings about DOI theory as a result of playing the DSG.

**Final Thoughts**

Simulations and games have tremendous potential for providing authentic, challenging, engaging, and effective learning experiences for people of all ages and
abilities. They can offer immersive virtual environments in which learners can take on roles in situated contexts and gain a deeper understanding and appreciation of, for example, what it is like to be a surgeon in an operating room, actively applying their knowledge and skills to save a dying patient, learning from their successes and failures without actually harming anyone.

Computational power continues to increase at a rapid pace, enabling us to carry sophisticated computers in our pockets and access vast libraries of information from nearly anywhere. Ray Kurzweil (1999) has predicted that within a few decades our educational systems will be radically transformed by our technologies, with readily accessible virtual realities providing life-long learning opportunities as needed. Until, and even during, that time we will need to determine whether these learning experiences have been designed accurately to convey their underlying conceptual models with the appropriate degree of fidelity. The verification of computational models will be increasingly important in ensuring that simulations and games for learning accurately represent that which is to be learning and thereby promote the knowledge, skills, and attitudes necessary for successful performance in the real world.

The present study has contributed a new method that the designers of simulations and games for learning may use in their efforts to verify the accuracy of their computational models. Analysis of patterns in time for model verification (APTMV) shows promise as a new and effective method for providing quantified evidence to measure and improve the performance of a computational model. Further use and research of APTMV should lead to improvements in the method and a greater
appreciation of the power of pattern analysis in the design of simulations and games for learning.
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APPENDICES

Appendix A: Materials Provided for Expert Review

Activity Titles and Descriptions

<table>
<thead>
<tr>
<th>Title</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lunchmates</td>
<td>Observe carefully who lunches with whom each noon.</td>
</tr>
<tr>
<td>Committees</td>
<td>Find out who are members of the various formal committees set up in the school.</td>
</tr>
<tr>
<td>Social Network</td>
<td>Observe the out-of-school social patterns to learn who plays poker together, who bowls together, etc.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Title</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Get Personal Info</td>
<td>Choose FIVE staff members for whom you would like to obtain personal information. (Cost: 1 week)</td>
</tr>
<tr>
<td>Talk To</td>
<td>You make a conscious effort, over a period of about one week, to engage any ONE person in a number of one to one conversations.</td>
</tr>
<tr>
<td>Ask Help</td>
<td>You ask any ONE of the staff for advice or for help in one of your projects... preparing some learning materials, setting up a demonstration, running a workshop, etc.</td>
</tr>
<tr>
<td>Pilot Test</td>
<td>You attempt to influence ONE teacher by asking to let you conduct an informal pilot test of peer tutoring with his/her students.</td>
</tr>
<tr>
<td>Site Visit</td>
<td>You select any FIVE persons to visit Lighthouse School, in the next state, where an exemplary tutoring program is in progress.</td>
</tr>
<tr>
<td>Print</td>
<td>You circulate a brochure describing the many advantages of peer tutoring to any FIVE persons.</td>
</tr>
<tr>
<td>Presentation</td>
<td>You get on the agenda of a regularly scheduled staff meeting to explain about peer tutoring and encourage discussion about it.</td>
</tr>
<tr>
<td>Demonstration</td>
<td>You invite the staff into a particular teacher’s classroom (an adopter's!) to see peer tutoring in action.</td>
</tr>
<tr>
<td>Training Workshop (Self)</td>
<td>You conduct an in-service workshop which trains teachers in the operational details of setting up and carrying on a peer tutoring program in their classrooms.</td>
</tr>
<tr>
<td>Training Workshop (Professor)</td>
<td>You arrange to have Professor Portney of Centralia Teachers college conduct an in-service workshop on &quot;Peer Tutoring: Its Role in Student Self-Development.&quot;</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>----------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Materials Workshop</td>
<td>You conduct an inservice workshop in which teachers team up to develop creative materials-games, flash-cards, etc. for student tutor use.</td>
</tr>
<tr>
<td>Local Mass Media</td>
<td>You arrange to be interviewed about peer tutoring by a reporter from the local Eyewitness News program.</td>
</tr>
<tr>
<td>Compulsion</td>
<td>You persuade the principal to issue a memo directing all teachers to institute some form of peer tutoring in their classrooms next year. (Use only if the principal has adopted the innovation.)</td>
</tr>
<tr>
<td>Confrontation</td>
<td>You work behind the scenes with a group of parents, encouraging them to protest about the students poor reading achievement. They take their protest to a school board meeting. (Use only if you have used mass media twice.)</td>
</tr>
</tbody>
</table>

**Predicted Successful Strategies**

The following strategies are predicted lead to success in the *Diffusion Simulation Game* based on Rogers’ theory.

1. **Target earlier adopters and opinion leaders to work toward critical mass.**
   Achieving a critical mass of adopters can increase the rate of adoption in a system. Innovators are among the first to try innovations and tend to act as gatekeepers in introducing new ideas into a system, but they exert little influence over others. Early Adopters tend to have greater social participation and more central positions in communication networks. Early Adopters also have the highest degree of opinion leadership, and adoption by opinion leaders can have the greatest impact on the rate of adoption.

2. **Use Personal Information and Talk To.**
   The change agent should establish empathy and rapport in order to understand a client’s needs, sociocultural values and beliefs, and previous exposure to related ideas.

3. **Use Local Mass Media and Print to gain points in Awareness and Interest among earlier adopters.**
   Mass media communication channels are especially effective in creating awareness and interest among earlier adopters, who tend to pay more attention to external sources of innovation than later adopters. *Print* is not exactly a mass medium in the DSG since its use is targeted at five staff members at a time; however, because earlier adopters tend to have more in common with change...
agents (Rogers uses the term “homophilous”), they should be receptive to this approach.

4. **Use Presentation to gain points in Awareness and Interest.**
   Because the change agent is giving the presentation, earlier adopters are more likely to be influenced. Nevertheless, once potential adopters (including later adopters) are aware of an innovation, they tend to be receptive to information about the innovation as they seek to reduce uncertainty about the consequences of adoption.

5. **Use Demonstration, especially by an opinion leader, to gain points in Interest for other potential adopters.**
   Allowing potential adopters to see the innovation in use provides how-to knowledge and can reduce uncertainty about the consequences of adoption, especially if the demonstration is by a respected peer.

6. **Use Site Visit to gain points in Interest and move into Trial.**
   The strengths of this activity are similar to those of Demonstration except the visitors see the innovation in use on a larger scale. The five targeted visitors are likely to see the innovation used in classrooms similar to their own and be persuaded to try the innovation on a limited basis.

7. **Use Pilot Test to gain additional points for those with some Interest or in Trial.**
   The ability to try the innovation on a limited basis can further reduce uncertainty about the consequences of adoption. If used with opinion leaders or other highly connected individuals, it may have a similar effect on others in their social networks. Rogers says that trial by peers can serve as a vicarious trial for later adopters.

8. **Target highly connected individuals to gain additional points in Interest among later adopters in their social networks and move them into Trial.**
   Mass media channels are less effective at later stages of the innovation-decision process; instead, interpersonal channels can be quite effective in persuading someone to try an innovation as people tend to trust the opinions of their near peers.

9. **Use Training Workshop (Self) and Materials Workshop to gain points in Trial.**
   How-to knowledge is probably most essential when someone becomes willing to try an innovation. The change agent should provide knowledge and assistance regarding procedures and principles to further reduce uncertainty and increase confidence.
Appendix B: Generalizations from Rogers’ (2003) *Diffusion of Innovations*

<table>
<thead>
<tr>
<th>Category/Number</th>
<th>Description</th>
<th>Page(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Early v. Late Knowers 5.1 – 5.7</td>
<td>Earlier knowers of an innovation have more education than do later knowers.</td>
<td>174</td>
</tr>
<tr>
<td>5.1</td>
<td>Earlier knowers of an innovation have more education than do later knowers.</td>
<td>174</td>
</tr>
<tr>
<td>5.2</td>
<td>Earlier knowers of an innovation have higher social status than do late knowers.</td>
<td>174</td>
</tr>
<tr>
<td>5.3</td>
<td>Earlier knowers of an innovation have more exposure to mass media channels of communication that [sic] do later knowers.</td>
<td>174</td>
</tr>
<tr>
<td>5.4</td>
<td>Earlier knowers of an innovation have more exposure to interpersonal channels than do later knowers.</td>
<td>174</td>
</tr>
<tr>
<td>5.5</td>
<td>Earlier knowers of an innovation have more contact with change agents than do later knowers.</td>
<td>174</td>
</tr>
<tr>
<td>5.6</td>
<td>Earlier knowers of an innovation have more social participation than do later knowers.</td>
<td>174</td>
</tr>
<tr>
<td>5.7</td>
<td>Earlier knowers of an innovation are more cosmopolite than later knowers.</td>
<td>174</td>
</tr>
<tr>
<td>Re-invention 5.8 – 5.10</td>
<td>Re-invention occurs at the implementation stage for many innovations and for many adopters.</td>
<td>183</td>
</tr>
<tr>
<td>5.8</td>
<td>Re-invention occurs at the implementation stage for many innovations and for many adopters.</td>
<td>183</td>
</tr>
<tr>
<td>5.9</td>
<td>A higher degree of re-invention leads to a faster rate of adoption of an innovation.</td>
<td>183</td>
</tr>
<tr>
<td>5.10</td>
<td>A higher degree of re-invention leads to a higher degree of sustainability of an innovation.</td>
<td>183</td>
</tr>
<tr>
<td>Discontinuance 5.11</td>
<td>Later adopters are more likely to discontinue innovations than are earlier adopters.</td>
<td>191</td>
</tr>
<tr>
<td>5.11</td>
<td>Later adopters are more likely to discontinue innovations than are earlier adopters.</td>
<td>191</td>
</tr>
<tr>
<td>Stages of the Innovation-Decision Process 5.12</td>
<td>Stages exist in the innovation-decision process.</td>
<td>198</td>
</tr>
<tr>
<td>5.12</td>
<td>Stages exist in the innovation-decision process.</td>
<td>198</td>
</tr>
<tr>
<td>Mass Media v. Interpersonal Channels 5.13</td>
<td>Mass media channels are relatively more important at the knowledge state, and interpersonal channels are relatively more important at the persuasion stage in the innovation-decision process.</td>
<td>205</td>
</tr>
<tr>
<td>5.13</td>
<td>Mass media channels are relatively more important at the knowledge state, and interpersonal channels are relatively more important at the persuasion stage in the innovation-decision process.</td>
<td>205</td>
</tr>
<tr>
<td>Cosmopolite v. Localite Channels 5.14</td>
<td>Cosmopolite channels are relatively more important at the knowledge state, and localite channels are relatively more important at the</td>
<td>207</td>
</tr>
<tr>
<td>5.14</td>
<td>Cosmopolite channels are relatively more important at the knowledge state, and localite channels are relatively more important at the</td>
<td>207</td>
</tr>
</tbody>
</table>
persuasion stage in the innovation-decision process.

<table>
<thead>
<tr>
<th>Communication Channels by Adopter Categories</th>
<th>5.15 – 5.16</th>
<th>211 – 213</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.15</td>
<td>Mass media channels are relatively more important than interpersonal channels for earlier adopters than for later adopters.</td>
<td>211</td>
</tr>
<tr>
<td>5.16</td>
<td>Cosmopolite channels are relatively more important than localite channels for earlier adopters than for later adopters.</td>
<td>213</td>
</tr>
<tr>
<td>The Innovation-Decision Period</td>
<td>5.17</td>
<td>214</td>
</tr>
<tr>
<td>5.17</td>
<td>The rate of awareness-knowledge for an innovation is more rapid than its rate of adoption.</td>
<td>214</td>
</tr>
<tr>
<td>The Length of the Innovation-Decision Period by Adopter Category</td>
<td>5.18</td>
<td>214</td>
</tr>
<tr>
<td>5.18</td>
<td>Earlier adopters have a shorter innovation-decision period than do later adopters.</td>
<td>214</td>
</tr>
</tbody>
</table>

**Chapter 6: Attributes of Innovations and Their Rate of Adoption**

<table>
<thead>
<tr>
<th>Category/Number</th>
<th>Description</th>
<th>Page(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative Advantage</td>
<td>6.1</td>
<td>The relative advantage of an innovation, as perceived by members of a social system, is positively related to its rate of adoption.</td>
</tr>
<tr>
<td>6.1</td>
<td>233</td>
<td></td>
</tr>
<tr>
<td>Compatibility</td>
<td>6.2</td>
<td>The compatibility of an innovation, as perceived by members of a social system, is positively related to its rate of adoption.</td>
</tr>
<tr>
<td>6.2</td>
<td>249</td>
<td></td>
</tr>
<tr>
<td>Complexity</td>
<td>6.3</td>
<td>The complexity of an innovation, as perceived by members of a social system, is negatively related to its rate of adoption.</td>
</tr>
<tr>
<td>6.3</td>
<td>257</td>
<td></td>
</tr>
<tr>
<td>Trialability</td>
<td>6.4</td>
<td>The trialability of an innovation, as perceived by the members of a social system, is positively related to its rate of adoption.</td>
</tr>
<tr>
<td>6.4</td>
<td>258</td>
<td></td>
</tr>
<tr>
<td>Observability</td>
<td>6.5</td>
<td>The observability of an innovation, as perceived by members of a social system, is positively related to its rate of adoption.</td>
</tr>
<tr>
<td>6.5</td>
<td>258</td>
<td></td>
</tr>
<tr>
<td>Category/Number</td>
<td>Description</td>
<td>Page(s)</td>
</tr>
<tr>
<td>----------------</td>
<td>-------------</td>
<td>---------</td>
</tr>
<tr>
<td>The S-Shaped Curve of Adoption and Normality</td>
<td>Adopter distributions follow a bell-shaped curve over time and approach normality.</td>
<td>275</td>
</tr>
<tr>
<td>7.1</td>
<td></td>
<td>275</td>
</tr>
<tr>
<td>Socioeconomic Characteristics</td>
<td></td>
<td>288</td>
</tr>
<tr>
<td>7.2</td>
<td>Earlier adopters are no different from later adopters in age.</td>
<td>288</td>
</tr>
<tr>
<td>7.3</td>
<td>Earlier adopters have more years of formal education than do later adopters.</td>
<td>288</td>
</tr>
<tr>
<td>7.4</td>
<td>Earlier adopters are more likely to be literate than are later adopters.</td>
<td>288</td>
</tr>
<tr>
<td>7.5</td>
<td>Earlier adopters have higher social status than do later adopters.</td>
<td>288</td>
</tr>
<tr>
<td>7.6</td>
<td>Earlier adopters have a greater degree of upward social mobility than do later adopters.</td>
<td>288</td>
</tr>
<tr>
<td>7.7</td>
<td>Earlier adopters have a greater degree of upward social mobility than do later adopters.</td>
<td>288</td>
</tr>
<tr>
<td>Personality Variables</td>
<td>7.8 – 7.17</td>
<td>289 – 290</td>
</tr>
<tr>
<td>7.8</td>
<td>Earlier adopters have greater empathy than do later adopters.</td>
<td>289</td>
</tr>
<tr>
<td>7.9</td>
<td>Earlier adopters may be less dogmatic than are later adopters.</td>
<td>289</td>
</tr>
<tr>
<td>7.10</td>
<td>Earlier adopters have a greater ability to deal with abstractions than do later adopters.</td>
<td>289</td>
</tr>
<tr>
<td>7.11</td>
<td>Earlier adopters have greater rationality than do later adopters.</td>
<td>289</td>
</tr>
<tr>
<td>7.12</td>
<td>Earlier adopters have more intelligence than do later adopters.</td>
<td>289</td>
</tr>
<tr>
<td>7.13</td>
<td>Earlier adopters have a more favorable attitude toward change than do later adopters.</td>
<td>290</td>
</tr>
<tr>
<td>7.14</td>
<td>Earlier adopters are better able to cope with uncertainty and risk than are later adopters.</td>
<td>290</td>
</tr>
<tr>
<td>7.15</td>
<td>Earlier adopters have a more favorable attitude toward science than do later adopters.</td>
<td>290</td>
</tr>
<tr>
<td>7.16</td>
<td>Earlier adopters are less fatalistic than are later adopters.</td>
<td>290</td>
</tr>
<tr>
<td>7.17</td>
<td>Earlier adopters have higher aspirations (for formal education, higher status, occupations, and so on) than do later adopters.</td>
<td>290</td>
</tr>
<tr>
<td>Communication Behavior</td>
<td>7.18 – 7.26</td>
<td>290 – 291</td>
</tr>
<tr>
<td>7.18</td>
<td>Earlier adopters have more social participation than do later adopters.</td>
<td>290</td>
</tr>
<tr>
<td>7.19</td>
<td>Earlier adopters are more highly interconnected through interpersonal networks in their social system than are later adopters.</td>
<td>290</td>
</tr>
</tbody>
</table>


| 7.20 | Earlier adopters are more cosmopolite than are later adopters. | 290 |
| 7.21 | Earlier adopters have more contact with change agents than do later adopters. | 291 |
| 7.22 | Earlier adopters have greater exposure to mass media communication channels than do later adopters. | 291 |
| 7.23 | Earlier adopters have greater exposure to interpersonal communication channels than do later adopters. | 291 |
| 7.24 | Earlier adopters seek information about innovations more actively than do later adopters. | 291 |
| 7.25 | Earlier adopters have greater knowledge of innovations than do later adopters. | 291 |
| 7.26 | Earlier adopters have a higher degree of opinion leadership than do later adopters. | 291 |

---

**Chapter 8: Diffusion Networks**

<table>
<thead>
<tr>
<th>Category/Number</th>
<th>Description</th>
<th>Page(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Homophily as a Barrier to Diffusion</td>
<td>8.1 – 8.2</td>
<td>307 - 308</td>
</tr>
<tr>
<td>8.1</td>
<td>Interpersonal diffusion networks are mostly homophilous.</td>
<td>307</td>
</tr>
<tr>
<td>8.2</td>
<td>When interpersonal diffusion networks are heterophilous, followers seek opinion leaders of higher socioeconomic status, with more formal education, with a greater degree of mass media exposure, who are more cosmopolite, have greater contact with change agents, and are more innovative.</td>
<td>308</td>
</tr>
<tr>
<td>External Communication</td>
<td>8.3 – 8.5</td>
<td>316 – 317</td>
</tr>
<tr>
<td>8.3</td>
<td>Opinion leaders have greater exposure to mass media than their followers.</td>
<td>316</td>
</tr>
<tr>
<td>8.4</td>
<td>Opinion leaders are more cosmopolite than their followers.</td>
<td>317</td>
</tr>
<tr>
<td>8.5</td>
<td>Opinion leaders have greater contact with change agents than their followers.</td>
<td>317</td>
</tr>
<tr>
<td>Accessibility</td>
<td>8.6</td>
<td>317</td>
</tr>
<tr>
<td>8.6</td>
<td>Opinion leaders have greater social participation than their followers.</td>
<td>317</td>
</tr>
<tr>
<td>Socioeconomic Status</td>
<td>8.7</td>
<td>318</td>
</tr>
<tr>
<td>8.7</td>
<td>Opinion leaders have higher socioeconomic status than their followers.</td>
<td>318</td>
</tr>
<tr>
<td>Innovativeness</td>
<td>8.8</td>
<td>318</td>
</tr>
<tr>
<td>8.8</td>
<td>Opinion leaders are more innovative than their followers.</td>
<td>318</td>
</tr>
<tr>
<td>Innovativeness, Opinion Leadership, and System Norms</td>
<td>8.9</td>
<td>When a social system’s norms favor change, opinion leaders are more innovative, but when the system’s norms do not favor change, opinion leaders are not especially innovative.</td>
</tr>
<tr>
<td>Networks in the Diffusion of a Medical Drug</td>
<td>8.10</td>
<td>The network interconnectedness of an individual in a social system is positively related to the individual’s innovativeness.</td>
</tr>
<tr>
<td>8.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>The Strength-of-Weak-Ties Theory</td>
<td>8.11</td>
<td>The information-exchange potential of communication network links is negatively related to their degree of (1) communication proximity and (2) homophily.</td>
</tr>
<tr>
<td>8.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Who Is Linked to Whom in Networks?</td>
<td>8.12</td>
<td>Individuals tend to be linked to others who are close to them in physical distance and who are relatively homophilous in social characteristics.</td>
</tr>
<tr>
<td>8.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Why Do Individuals Adopt Prior to the Critical Mass?</td>
<td>8.13</td>
<td>An individual is more likely to adopt an innovation if more of the other individuals in his or her personal network have adopted previously.</td>
</tr>
<tr>
<td>8.13</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Chapter 9: The change Agent**

<table>
<thead>
<tr>
<th>Category/Number</th>
<th>Description</th>
<th>Page(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Change Agent Effort</td>
<td>9.1</td>
<td>Change agents’ success in securing the adoption of innovations by clients is positively related to the extent of change agent effort in contacting clients.</td>
</tr>
<tr>
<td>9.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Client Orientation</td>
<td>9.2</td>
<td>Change agents’ success in securing the adoption of innovations by clients is positively related to a client orientation, rather than to a change agency orientation.</td>
</tr>
<tr>
<td>9.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Compatibility with Clients’ Needs</td>
<td>9.3</td>
<td></td>
</tr>
<tr>
<td>9.3</td>
<td>Change agents’ success in securing the adoption of innovations by clients is positively related to the degree to which a diffusion program is compatible with clients’ needs.</td>
<td>375</td>
</tr>
<tr>
<td>Change Agent Empathy</td>
<td>9.4</td>
<td>Change agents’ success in securing the adoption of innovations by clients is positively related to empathy with clients.</td>
</tr>
<tr>
<td>9.4</td>
<td>Change agents’ success in securing the adoption of innovations by clients is positively related to empathy with clients.</td>
<td>377</td>
</tr>
<tr>
<td>Homophily and Change Agent Contact</td>
<td>9.5 – 9.8</td>
<td>Contact with change agents is positively related to higher socioeconomic status among clients.</td>
</tr>
<tr>
<td>9.5</td>
<td>Contact with change agents is positively related to higher socioeconomic status among clients.</td>
<td>382</td>
</tr>
<tr>
<td>9.6</td>
<td>Contact with change agents is positively related to greater social participation by clients.</td>
<td>382</td>
</tr>
<tr>
<td>9.7</td>
<td>Contact with change agents is positively related to higher formal education among clients.</td>
<td>382</td>
</tr>
<tr>
<td>9.8</td>
<td>Contact with change agents is positively related to cosmopolitanism among clients.</td>
<td>382</td>
</tr>
<tr>
<td>Change Agents’ Contact with Lower-Status Clients</td>
<td>9.9</td>
<td>Change agents’ success in securing the adoption of innovations by clients is positively related to their homophily with clients.</td>
</tr>
<tr>
<td>9.9</td>
<td>Change agents’ success in securing the adoption of innovations by clients is positively related to their homophily with clients.</td>
<td>384</td>
</tr>
<tr>
<td>Change Agent Credibility</td>
<td>9.10</td>
<td>Change agents’ success in securing the adoption of innovations by clients is positively related to credibility in the clients’ eyes.</td>
</tr>
<tr>
<td>9.10</td>
<td>Change agents’ success in securing the adoption of innovations by clients is positively related to credibility in the clients’ eyes.</td>
<td>385</td>
</tr>
<tr>
<td>The Use of Opinion Leaders</td>
<td>9.11</td>
<td>Change agents’ success in securing the adoption of innovations by clients is positively related to the extent that he or she works through opinion leaders.</td>
</tr>
<tr>
<td>9.11</td>
<td>Change agents’ success in securing the adoption of innovations by clients is positively related to the extent that he or she works through opinion leaders.</td>
<td>388</td>
</tr>
<tr>
<td>Clients’ Evaluative Ability</td>
<td>9.12</td>
<td>Change agents’ success in securing the adoption of innovations by clients is positively related to increasing clients’ ability to evaluate innovations.</td>
</tr>
<tr>
<td>9.12</td>
<td>Change agents’ success in securing the adoption of innovations by clients is positively related to increasing clients’ ability to evaluate innovations.</td>
<td>390</td>
</tr>
</tbody>
</table>

**Chapter 10: Innovation in Organizations**

<table>
<thead>
<tr>
<th>Category/Number</th>
<th>Description</th>
<th>Page(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size and Organizational Innovativeness</td>
<td>10.1</td>
<td>409</td>
</tr>
<tr>
<td>10.1</td>
<td>Larger organizations are more innovative.</td>
<td>409</td>
</tr>
<tr>
<td>Structural Characteristics and Organizational Innovativeness</td>
<td>10.2</td>
<td>412 – 413</td>
</tr>
<tr>
<td>10.2</td>
<td>Each of the organizational structure variables</td>
<td>412 – 413</td>
</tr>
</tbody>
</table>
may be related to innovation in one direction during the initiation phases of the innovation process, and in the opposite direction during the implementation phases.

<table>
<thead>
<tr>
<th>The Role of Champions</th>
<th>10.3</th>
<th>414</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.3</td>
<td>The presence of an innovation champion contributes to the success of an innovation within an organization.</td>
<td>414</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Agenda-Setting</th>
<th>10.4</th>
<th>422</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.4</td>
<td>A performance gap can trigger the innovation process.</td>
<td>422</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Innovation and Organization Structure</th>
<th>10.5</th>
<th>425</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.5</td>
<td>Both the innovation and the organization usually change in the innovation process in an organization.</td>
<td>425</td>
</tr>
</tbody>
</table>

### Chapter 11: Consequences of Innovations

<table>
<thead>
<tr>
<th>Category/Number</th>
<th>Description</th>
<th>Page(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Desirable Versus Undesirable Consequences</td>
<td>The effects of an innovation usually cannot be managed so as to separate the desirable from the undesirable consequences.</td>
<td>445</td>
</tr>
<tr>
<td>11.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anticipated Versus Unanticipated Consequences</td>
<td>The undesirable, indirect, and unanticipated consequences of an innovation usually go together, as do the desirable, direct, and anticipated consequences.</td>
<td>449</td>
</tr>
<tr>
<td>11.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Form, Function, and Meaning of an Innovation</td>
<td>Change agents more easily anticipate the form and function of an innovation for their clients than its meaning.</td>
<td>451</td>
</tr>
<tr>
<td>11.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gap-Widening Consequences of the Diffusion of Innovations</td>
<td>The consequences of the diffusion of innovations usually widen the socioeconomic gap between the earlier and later adopting categories in a system.</td>
<td>460 – 461</td>
</tr>
<tr>
<td>11.4 – 11.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11.4</td>
<td>The consequences of the diffusion of innovation usually widen the socioeconomic gap between the audience segments previously high and low in socioeconomic status.</td>
<td>460 – 461</td>
</tr>
<tr>
<td>Social Structure and the Equality of Consequences</td>
<td>11.6</td>
<td>463</td>
</tr>
<tr>
<td>--------------------------------------------------</td>
<td>------</td>
<td>-----</td>
</tr>
<tr>
<td>11.6</td>
<td>A system’s social structure partly determines the equality versus inequality of an innovation’s consequences.</td>
<td>463</td>
</tr>
<tr>
<td>Wider Gaps Are Not Inevitable</td>
<td>11.7</td>
<td>467</td>
</tr>
<tr>
<td>11.7</td>
<td>When special efforts are made by a diffusion agency, it is possible to narrow, or at least not to widen, socioeconomic gaps in a social system.</td>
<td>467</td>
</tr>
</tbody>
</table>
Appendix C: Sample Currentinfo.xml File from the Diffusion Simulation Game

This file contains data about the current game state, including the number of weeks elapsed, the total number of adopters, and the number of points obtained in each innovation-decision stage for each staff member.

```xml
<?xml version="1.0" standalone="yes"?>
<week>72</week>
<totaladopters>11</totaladopters>
<totalsteps>54</totalsteps>
<lunchmates>1</lunchmates>
<committees>1</committees>
<social>1</social>
<massmedia>0</massmedia>
<compulsion>0</compulsion>
<confrontation>0</confrontation>

<principal>
<code>A</code>
<title>Principal</title>
<info>
Very ambitious (has a 20-year plan); member of the Rotary Club and local Republican Club (active in both); delegates authority to able administrative assistants and runs a "tight ship." Has a "master's-plus" in administration.
</info>
<awareness>1</awareness>
<interest>5</interest>
<trial>5</trial>
<adoption>1</adoption>
<talkto>6</talkto>
</principal>

<secretary>
<code>B</code>
<title>Secretary</title>
<info>
Has been in this school since it was built and quite indispensable to its smooth functioning. Runs most faculty social functions.
</info>
<awareness>1</awareness>
<interest>4</interest>
```
Janitor
<code>C</code>
<title>Janitor</title>
<info>
Fond of children, but stern. He tends to allow extensive use of the school building, but has strict rules and is inflexible about infractions.
</info>
<awareness>1</awareness>
<interest>4</interest>
<trial>0</trial>
<adoption>0</adoption>
<talkto>1</talkto>
</janitor>

Math Chairman
<code>D</code>
<title>Math Chairman</title>
<info>
A veteran in the school, he runs the most experienced department with a minimum of effort. Is involved much more in out-of-school activities such as the local garden club and conservation organization. Still regrets the repeal of prohibition.
</info>
<awareness>1</awareness>
<interest>5</interest>
<trial>2</trial>
<adoption>0</adoption>
<talkto>0</talkto>
</mathchairman>

Math Teacher
<code>E</code>
<title>Math Teacher</title>
<info>
</info>
<awareness>1</awareness>
<interest>6</interest>
<trial>2</trial>
<adoption>0</adoption>
<talkto>0</talkto>
</mathteacher1>
<mathteacher2>
<code>F</code>
<title>Math Teacher</title>
<info>
Just about the most respected and liked teacher in the school. Students enjoy the humorous examples he uses in teaching algebra. Exudes a sense of self-confidence and has no enemies among the staff. Serves as advisor to the Student Council. Never misses a PTA meeting.
</info>
<awareness>1</awareness>
<interest>3</interest>
<trial>3</trial>
<adoption>1</adoption>
<talkto>3</talkto>
</mathteacher2>

<sciencechairman>
<code>G</code>
<title>Science Chairman</title>
<info>
Known more for his eagerness and energy than administrative skill. He comes up with new instructional ideas faster than they can be implemented since he is working on a Master's and often tries out suggestions discussed in his graduate classes. Among older staff, he's considered somewhat erratic.
</info>
<awareness>1</awareness>
<interest>2</interest>
<trial>2</trial>
<adoption>1</adoption>
<talkto>1</talkto>
</sciencechairman>

<scienceteacher1>
<code>H</code>
<title>Science Teacher</title>
<info>
Has spent years collecting specimens, preparing new instructional materials, and organizing laboratory procedures. Open to new techniques of proven value. Insists on an orderly classroom. His success in teaching makes him respected by alumni and fellow teachers.
</info>
<awareness>1</awareness>
<interest>5</interest>
<trial>3</trial>
<adoption>0</adoption>
</scienceteacher1>
<info>
<awareness>1</awareness>
<interest>2</interest>
<trial>2</trial>
<adoption>1</adoption>
<talkto>0</talkto>
</socialstudiesteacher2>

<languageartschairman>
<code>M</code>
<title>Language Arts Chairman</title>
<info>
Likes his job and well he should for he has an energetic and cohesive department. Encourages inter-visitation among his teachers. Otherwise, he follows established routine and urges his teachers to develop efficient classroom management procedures. Seems to be on the inside in school "politics."
</info>
<awareness>1</awareness>
<interest>4</interest>
<trial>4</trial>
<adoption>1</adoption>
<talkto>2</talkto>
</languageartschairman>

<languageartsteacher1>
<code>N</code>
<title>Language Arts Teacher</title>
<info>
</info>
<awareness>1</awareness>
<interest>4</interest>
<trial>1</trial>
<adoption>0</adoption>
<talkto>0</talkto>
</languageartsteacher1>

<languageartsteacher2>
<code>O</code>
<title>Language Arts Teacher</title>
<info>
Just awarded tenure. Considered to be a good teacher by her colleague and the chairman. Although usually not among the first to try new methods, she keeps up with recent developments in literature, the theater, and the arts in general. Is faculty advisor to the Drama Club.
</info>
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A very good teacher and an acclaimed metal sculptor. Advocates hands-on education and encouragement of students' natural curiosity. Runs the metal and woods shops, and teaches drafting and mechanical drawing as well. Seems always to have time for students but spends little time socializing among the staff.
<musicteacher><code>S</code><title>Music Teacher</title><info>Carries a heavy load of extracurricular activities: the school band, orchestra, spring festival, winter musicale and, of course, appreciation classes. Loves music, enjoys his colleagues and likes his students although he wishes they had more talent and enthusiasm.</info><awareness>1</awareness><interest>4</interest><trial>4</trial><adoption>1</adoption><talkto>1</talkto></musicteacher><boyspeteacher><code>T</code><title>Boys' P.E. Teacher</title><info></info><awareness>1</awareness><interest>6</interest><trial>3</trial><adoption>0</adoption><talkto>0</talkto></boyspeteacher><girlspeteacher><code>U</code><title>Girls P.E. Teacher</title><info></info><awareness>1</awareness><interest>5</interest><trial>3</trial><adoption>0</adoption><talkto>0</talkto></girlspeteacher>
Popular with the students whom she sees in class and at after-school functions. The faculty, too, feel comfortable around her and rely on her predictable domesticity.

Formerly in personnel in a small advertising firm in the city. Is happy with this position, but aware of its limitations. Engaged in developing alternative procedures for dealing with discipline problems. The object of some resentment from teachers who feel he is more supportive of difficult students than is necessary.

Formerly in personnel in a small advertising firm in the city. Is happy with this position, but aware of its limitations. Engaged in developing alternative procedures for dealing with discipline problems. The object of some resentment from teachers who feel he is more supportive of difficult students than is necessary.
Appendix D: Sample History.xml File from the Diffusion Simulation Game

This file stores information about each turn in the game session, including the activity selected, staff members selected, and the text of the feedback that the player received.

<?xml version="1.0" standalone="yes"?>
<step1>
  <strategy>
  Personal Information
  </strategy>
  <staff>
  A (Principal)<br>B (Secretary)<br>C (Janitor)<br>F (Math Teacher)<br>W (Guidance Counselor)<br>
  </staff>
  <feedback>
  </feedback>
  <adopters>
  0
  </adopters>
</step1>

<step2>
  <strategy>
  Talk To
  </strategy>
  <staff>
  B (Secretary)
  </staff>
  <feedback>
  She now understand that your ideas (and you!) are worth bothering the Principal with.
  </feedback>
  <adopters>
  0
  </adopters>
</step2>

<step3>
  <strategy>
  Talk To
  </strategy>
  <staff>
  F (Math Teacher)
  </staff>
  <feedback>
A potentially useful contact; if he/she adopts, a number of others will be favorably disposed.

Unfortunately, this is the week his/her family was moving into a new home... no time for serious talk. May be worth trying again later.

Talk To
A (Principal)
Unfortunately, you were hired by the district rather than by the school, so it's not going to be easy to get the principal on your side. However, if you do, your task will be much easier. He will not give you an appointment at this time, but your initiative is beginning to impress him.

Committees

Lunchmates
<step6>
</step6>

<step7>
<strategy>
Social Contacts
</strategy>
<staff>
</staff>
<feedback>
</feedback>
<adopters>
0
</adopters>
</step7>

<step8>
<strategy>
Talk To
</strategy>
<staff>
C (Janitor)
</staff>
<feedback>
He now sees that your efforts are for the good of the kids. He'll be cooperative.
</feedback>
<adopters>
0
</adopters>
</step8>

<step9>
<strategy>
Talk To
</strategy>
<staff>
F (Math Teacher)
</staff>
<feedback>
A potentially useful contact; if he/she adopts, a number of others will be favorably disposed.

Unfortunately, this is the week his/her family was moving into a new home... no time for serious talk. May be worth trying again later.

Your presentation appeals to the teachers' sense of professionalism.

If you gather some information about this person before you talk to him/her you can probably be much more effective in reaching him/her.
<p>Oh-oh… an irate parent just appeared at the Principal's door.</p>
<p>This is not going to be a good time for discussion of your concerns.</p>
<p>But getting through to the Principal is worth the effort of trying again.</p>

Many of the staff are hearing about peer tutoring for the first time; the consensus is that it sounds interesting.
Printed blurbs strike most people as impersonal, but your material is circulated and it arouses some mild interest.

The prior item on the meeting's agenda is a severe cutback on all instructional supplies and materials. This dampens interest in new ventures.

If you gather some information about this person before you talk to him/her you can probably be much more effective in reaching him/her.
This person will want to consider your idea thoughtfully and observe it in action before deciding to adopt it.
<feedback>
He/she listens attentively to your ideas and shares them with his/her out-of-school compatriots.
</feedback>
<adopters>
0
</adopters>
</step21>

<step22>
<strategy>
Personal Information
</strategy>
<staff>
H (Science Teacher)<br>
</staff>
<feedback>
</feedback>
<adopters>
0
</adopters>
</step22>

<step23>
<strategy>
Talk To
</strategy>
<staff>
H (Science Teacher)
</staff>
<feedback>
He/she listens attentively to your ideas and shares them with his/her out-of-school compatriots.
</feedback>
<adopters>
0
</adopters>
</step23>

<step24>
<strategy>
Talk To
</strategy>
<staff>
A (Principal)
</staff>
<feedback>
Unfortunately, the Principal really is too busy to see you today, but
the Secretary promises to get you in next time.
</feedback>
<adopters>
0
</adopters>
</step24>

<step25>
<strategy>
Pilot Test
</strategy>
<staff>
M (Language Arts Chairman)
</staff>
<feedback>
This seems to have some practical applications in his/her teaching
area and he/she is willing to go along at least as far as a tryout.
</feedback>
<adopters>
0
</adopters>
</step25>

<step26>
<strategy>
Pilot Test
</strategy>
<staff>
F (Math Teacher)
</staff>
<feedback>
This person is eager to see peer tutoring in action; sees possible applications to his/her
own classroom.
</feedback>
<adopters>
0
</adopters>
</step26>

<step27>
<strategy>
Pilot Test
</strategy>
<staff>

</step27>
H (Science Teacher)
</staff>
</feedback>
He/she just doesn't see how peer tutoring applies to his/her subject.
</feedback>
</adopters>
0
</adopters>
</step27>

<step28>
<strategy>
Talk To
</strategy>
<staff>
A (Principal)
</staff>
</feedback>
The Principal would like to help, but not in an obvious way. After all, your very presence makes the teachers feel that "somebody out there" thinks they have been doing an inadequate job academically. That hurts!
</feedback>
</adopters>
0
</adopters>
</step28>

<step29>
<strategy>
Presentation
</strategy>
</staff>
</feedback>
Your presentation is a welcome change from having to figure out who gets lunch duty this week.
</feedback>
</adopters>
0
</adopters>
</step29>

<step30>
<strategy>
Talk To
</strategy>
<staff>
F (Math Teacher)
</staff>
<feedback>
This key person approves of your idea in principle and discusses it at lunch. Others listen.
</feedback>
<adopters>
0
</adopters>
</step30>

<step31>
<strategy>
Site Visit
</strategy>
<staff>
A (Principal)<br>F (Math Teacher)<br>H (Science Teacher)<br>J (Social Studies Chairwoman)<br>M (Language Arts Chairman)<br>
</staff>
<feedback>
Lighthouse School shines brightly. The team is illuminated.
</feedback>
<adopters>
1
</adopters>
</step31>

<step32>
<strategy>
Talk To
</strategy>
<staff>
M (Language Arts Chairman)
</staff>
<feedback>
He/she listens attentively to your ideas and shares them with his/her out-of-school compatriots.
</feedback>
<adopters>
2
</adopters>
</step32>

<step33>
<strategy>
Talk To
</strategy>
H (Science Teacher)
<feedback>
He/she listens attentively to your ideas and shares them with his/her out-of-school compatriots.
</feedback>
<adopters>
2
</adopters>
</step33>

F (Math Teacher)
<feedback>
A demonstration with high impact! If this demo. teacher favors peer tutoring, lots of others will go along with it.
</feedback>
<adopters>
4
</adopters>
</step34>

G (Science Chairman)
<feedback>
Immediate rapport! He/she not only supports your ideas but offers to help spread the word to other staff members.
</feedback>
<adopters>
5
</adopters>
</step35>
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<strategy>
Talk To
</strategy>
<staff>
Q (Industrial Arts Teacher)
</staff>
<feedback>
If you gather some information about this person before you talk to him/her you can probably be much more effective in reaching him/her.
</feedback>
<adopters>
5
</adopters>
</step36>

<step37>
<strategy>
Personal Information
</strategy>
<staff>
Q (Industrial Arts Teacher)<br>
</staff>
<feedback>
</feedback>
<adopters>
5
</adopters>
</step37>

<step38>
<strategy>
Talk To
</strategy>
<staff>
Q (Industrial Arts Teacher)
</staff>
<feedback>
Although initially skeptical, this person is warming to the idea. He/she is willing to go along with it if others will.
</feedback>
<adopters>
6
</adopters>
</step38>

<step39>
<strategy>
Talk To
</strategy>
<staff>
A (Principal)
</staff>
<feedback>
The Principal would like to help, but not in an obvious way. After all, your very presence makes the teachers feel that "somebody out there" thinks they have been doing an inadequate job academically. That hurts!
</feedback>
<adopters>
6
</adopters>
</step39>

<step40>
<strategy>
Pilot Test
</strategy>
<staff>
D (Math Chairman)
</staff>
<feedback>
If you gather some information about this person before you talk to him/her you can probably be much more effective in reaching him/her.
</feedback>
<adopters>
6
</adopters>
</step40>

<step41>
<strategy>
Personal Information
</strategy>
<staff>
D (Math Chairman)<br>
</staff>
<feedback>
</feedback>
<adopters>
6
</adopters>
</step41>
Your presentation is a welcome change from having to figure out who gets lunch duty this week.

This person will want to consider your idea thoughtfully and observe it in action before deciding to adopt it.

Earlier business on the agenda drags on and on, so many staff members have drifted away before your presentation starts.
<step45>
<strategy>
Demonstration
</strategy>
<staff>
M (Language Arts Chairman)
</staff>
<feedback>
Good choice of a demo. teacher! All the staff who had interest in peer tutoring showed up and were impressed that this teacher favors the idea.
</feedback>
<adopters>
6
</adopters>
</step45>

<step46>
<strategy>
Personal Information
</strategy>
<staff>
V (Home Economics Teacher)<br>
</staff>
<feedback>
</feedback>
<feedback>
</feedback>
<adopters>
6
</adopters>
</step46>

<step47>
<strategy>
Talk To
</strategy>
<staff>
V (Home Economics Teacher)
</staff>
<feedback>
This person will carefully weigh the advantages and disadvantages before making a decision.
</feedback>
<adopters>
7
</adopters>
</step47>
<step48>
<strategy>
Talk To
</strategy>
<staff>
O (Language Arts Teacher)
</staff>
<feedback>
Although initially skeptical, this person is warming to the idea. He/she is willing to go along with it if others will.
</feedback>
<adopters>
8
</adopters>
</step48>

<step49>
<strategy>
Talk To
</strategy>
<staff>
S (Music Teacher)
</staff>
<feedback>
If you gather some information about this person before you talk to him/her you can probably be much more effective in reaching him/her.
</feedback>
<adopters>
8
</adopters>
</step49>

<step50>
<strategy>
Personal Information
</strategy>
<staff>
S (Music Teacher)
</staff>
<feedback>
</feedback>
<adopters>
8
</adopters>
</step50>
<step51>
<strategy>
Talk To
</strategy>
<staff>
S (Music Teacher)
</staff>
<feedback>
This person will want to consider your idea thoughtfully and observe it in action before deciding to adopt it.
</feedback>
<adopters>
9
</adopters>
</step51>

<step52>
<strategy>
Talk To
</strategy>
<staff>
A (Principal)
</staff>
<feedback>
Although your presence was not requested by the school, the federal funds you bring are most welcome. The Principal wants to see that the money is used as effectively as possible.
</feedback>
<adopters>
10
</adopters>
</step52>

<step53>
<strategy>
Talk To
</strategy>
<staff>
W (Guidance Counselor)
</staff>
<feedback>
This person will want to consider your idea thoughtfully and observe it in action before deciding to adopt it.
</feedback>
<adopters>
11
</adopters>
</step53>
<step54>
<strategy>
Print
</strategy>
<staff>
D (Math Chairman)<br>H (Science Teacher)<br>J (Social Studies Chairwoman)<br>U (Girls P.E. Teacher)<br>X (Library/AV Coordinator)<br>
</staff>
<feedback>
Printed blurbs strike most people as impersonal, but your material is circulated and it arouses some mild interest.
</feedback>
<adopters>
11
</adopters>
</step54>
Appendix E: Text of E-mail Sent to Experts

Dear _________________

You have been identified as someone with expertise on Everett Rogers’ diffusion of innovations theory, either because you have published studies or critiques of the theory or you have taught classes that covered the theory.

The title of my dissertation is *Analyzing Interaction Patterns to Verify a Simulation/Game Model*. The case selected for analysis is the *Diffusion Simulation Game* (DSG: https://www.indiana.edu/~simed/istdemo/), which has as its primary conceptual model Rogers’ diffusion of innovations theory. The DSG is a simulation game in which the player takes on the role of a change agent in a junior high school. The player’s objective is to persuade as many of the 22 staff members as possible to adopt an innovation—peer tutoring. To be effective, players must learn appropriate application and sequencing of available diffusion activities given adopters of various types at different points in the innovation-decision process. I am examining the fidelity of the DSG to Rogers’ theory by collecting and analyzing the results of players’ choices in the game and comparing those results with what is predicted by Rogers’ theory to be effective in the real world.

Attached you will find a document containing descriptions of the diffusion activities available in the game, followed by nine strategies for using those activities that I predict should be successful in the game based on my understanding of Rogers’ theory. For each strategy, I provide my rationale and my approach to scoring each turn in every game.

Will you do me the favor of reviewing these strategies? For each strategy, simply indicate whether you agree that it should be effective in moving people toward adoption *based on your understanding of Rogers’ theory*. If you disagree, please provide an explanation of your reasoning. Also feel free to offer alternative strategies that I should consider. You may add your comments directly to the attached document or send them to me in a separate document. My email address is rodmyers@indiana.edu. I would appreciate receiving your response by [date TBD]. Please feel free to forward this to anyone you know who might be considered highly knowledgeable about Rogers’ theory and willing to assist me in this endeavor.

If you have any questions, feel free to contact me. If you would like to receive a copy of my finished dissertation, please let me know and I’ll gladly send it once I have completed it.

Thank you for your time and assistance.
Appendix F: Coding Errors in the Online Diffusion Simulation Game

Presentation (25b-f): Supposed to award no points if June or December, but the code to check weeks should use ANDs instead of ORs (e.g., $week != 10 && $week !=11, etc.). NOT FIXED FOR ROBOPLAY

Presentation (25f): Supposed to award no points to B, C, E, K, R, T, but the code should use ANDs instead of ORs.

Print (all feedback): Supposed to award no points if June or December, but the code to check weeks should use ANDs instead of ORs (e.g., $week != 10 && $week !=11, etc.). NOT FIXED FOR ROBOPLAY

Print (22b): Supposed to award points to 3 of 5 selected staff instead of all 5. FIXED

Print (22c): Supposed to award points in Awareness only instead of Awareness or Interest. FIXED

Print (22d): Supposed to award points in Awareness only to 2 of 5 selected staff. FIXED

Print (22e): Supposed to award points to 2 of 5 selected staff instead of all 5. FIXED

Talk To (4g): Missing “[$i]” to check staff member’s Interest (“$interest==0”). FIXED

Talk To (11a): Typo—“$tiral” should be $trial. FIXED

Talk To (11d): Are the boys’ and girls’ PE teachers in the same department? If so, U should be awarded points when T is selected. NOT FIXED FOR ROBOPLAY

Talk To (11f): Supposed to award a point to Q instead of P. FIXED

Talk To (7e, 7f): Never selected because code says “rand(1,4)” instead of “rand(1,6)” DISCOVERED AFTER ROBOPLAY—NOT FIXED

Demonstration (31b): Unclear feedback was resolved by awarding no points. Possible selected staff are B, C, E, K, N, R, W. Feedback is “Gain 1 point for any two who have completed the interest phase.” NOT FIXED IN ROBOPLAY

Local Mass Media (37b): Supposed to award points in Awareness or Interest only, but possibly awards point in Trial if staff member is 1 point away from Trial (37d does this correctly). FIXED

Site Visit (21d): Supposed to award points to only 3 of 5 selected staff instead of all 5. FIXED
Site Visit (24): Never selected? This is the feedback when one of the selected staff members has not previously been selected for Personal Information. The cost is supposed to be one week.

Materials Workshop (36e): Never selected because code says “rand(1,4)” instead of “rand(1,5)” DISCOVERED AFTER ROBOPLAY—NOT FIXED

NOT USED IN ROBOPLAY

Ask Help (13c): Typo—“totoalpoints” should be “totalpoints”. NOT FIXED FOR ROBOPLAY

Compulsion (38b): Never selected? There is a 1-in-6 chance of selecting 38a or 38b and a 2-in-6 chance of selecting 38c or 38d. However, 38a was selected 36.6% of the time, 38c was 32.8%, 38d was 30.5%, and 38b was never selected.
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